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A B S T R A C T

In this thesis we present the notion of separable game, a game theoretic repre-
sentation based on forward directed hypergraphs (FDH-graphs) that incorporates
both features of locality and separability characterizing real world network sys-
tems. We perform an in depth analysis of this representation, which refines the
popular model of graphical games.

First, we address the problem of giving an expressive representation of games
without giving up on conciseness. Our main contributions in this sense are the
following. We show that there exists a minimal FDH-graph with respect to which
a game is separable, providing a minimal complexity description for the game
that models joint interactions among groups of players. Moreover, we propose
a geometric characterization of separability that results in checkable conditions
and algorithms to identify the minimal FDH-graph of a game. We discuss both
modelling and computational complexity issues related to the separable represen-
tation of games, proposing separability as a way to capture essential interactions
in games and the related concept of strict-separability as a way to obtain more
compact representations.

Then, we address the problem of measuring how far a given game is from being
separable with respect to a given FDH-graph and the related problem of comput-
ing the best approximation of a game with some desired separability property.
Both these problems are solved by means of games projections, which provide
explicit formulas for both tasks.

Finally, we focus on structural properties of separable games, i.e., we investi-
gate how the hypergraphical structure of games reflects on their properties. For
the class of potential games we prove a symmetry property of the minimal FDH-
graph and we derive an exact correspondence between the separability property
of a game and the decomposition of its potential function in terms of local func-
tions. These results strengthen the ones recently proved for graphical potential
games [14]. We also study the interplay between separability and the decomposi-
tion of games in their harmonic and potential components [31], characterizing the
separability properties of both such components. For generic games we show that
the structure of correlated equilibria is shaped by that of the game’s FDH-graph,
by proving that, up to a notion of equivalence, correlated equilibria of separable
games can be factorized based on the grouping of players described by hyper-
links. We then discuss the computational and descriptive advantages that result
from this correspondence.
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1
I N T R O D U C T I O N

1.1 motivation

In this thesis we undertake a fundamental analysis of separable games, a repre-
sentation that generalizes other existing graphical models for game theory that
have recently emerged as a unified framework for modelling interactions in many
social and economic settings.

The main feature of these settings is that interactions are based on a principle of
locality, as the decisions of individuals are affected by the actions of their friends,
colleagues, peers, or competitors. Another common feature is that of separability,
as the effects on an individual can often be described as the superimposition of
various partial effects due to particular subsets of agents.

The most common way to formalize the concept of locality is through the notion
of graphs. For this reason graph based representations of games have emerged as
a framework to describe the rich variety of real world multi-agent systems that are
ruled by small scale strategic interactions. The core structure of all such systems
can be effectively captured by a graph, which encodes both the pattern of inter-
actions among entities and their local nature. This has stimulated a fruitful inves-
tigation of network game representations, which has mainly focused on the two
most popular models, namely graphical polymatrix [37] and graphical games [59].
The rich literature on both kinds of representations, which will be presented in
the next section, amply demonstrates the positive contributions that these models
gave to the progress of various research areas. These include, but are not limited
to, the characterization of structural properties of important classes of games in
terms of their network structure, the investigation of how key features of specific
game models result from the topology of the underlying interaction network, and
the derivation of computational procedures for game theory that take advantage
of the graphical representation both to compactly represent data and to efficiently
process it.

Classical network representations for games, however, have a strong limitation,
which has been highlighted by a recent and increasingly rich literature on complex
systems [3, 18, 20]: they lack the expressive power needed to represent separability
of interactions. Graphs represent interactions among entities, corresponding to
nodes, by means of links, which are inherently binary objects. Based on nodes and
links, graphs allow to describe either a completely joint or a completely pairwise
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1.1 motivation 2

dependence of an entity on the other entities it is connected to. As a consequence,
graphs fail to represent more complex forms of high-order interactions, which
have been experimentally shown to characterize the behavior of social systems
[67], biological systems [66, 46] and more generally of complex systems [19, 63].

Therefore, the need has emerged for new game representations that allow a
more expressive representation of high-order interactions, going beyond and fill-
ing the gap between the pairwise and joint perspective. A natural mathematical
object to support the creation of new models with the desired expressive power
are hypergraphs, which incorporate both features of locality and separability thus
allowing modelling of joint interactions among groups of entities by means of hy-
perlinks. Higher-order analysis of network systems is of growing importance in
many research fields and has already produced fruitful results in the physics and
complex systems communities. For example, competitive network models includ-
ing higher-order interactions have provided a formal framework to explain the
stable coexistence of many communities and different species in natural ecosys-
tems exhibiting rich biodiversity [15, 48]; higher-order models of social contagion
have been able to reproduce emerging phenomena observed in the process of
opinion formation, diffusion of behaviors and epidemic spread in complex social
systems that cannot be justified in terms of pairwise interactions [51, 40, 23]; dy-
namical systems on hypergraphs [32], such as systems of coupled oscillators with
non-pairwise interactions [22], have advanced the understanding of collective be-
havior of real world systems, including brain networks and protein interaction
networks.

Within the game theory community, hypergraphical games [80, 76] have been
proposed as a game representation to describe strategic interactions among groups
of players. However, this model has not yet been extensively explored and only
a limited amount of literature is available on the topic. Hypergraphical games
have been introduced in the context of computational game theory as an appeal-
ing representation of the input data for algorithmic procedures. In this setting the
hypergraphical structure is not investigated as the focus is on the succinctness
property of such description, which is not especially related to hypergraphs but
is shared by many different game representations. To the best of our knowledge,
just a few works have explored the properties of hypergraphical games from a
modelling perspective, mainly focusing on high-order models of coordination or
mis-coordination [81, 82], voter models and more general models of consensus
and coalition formation [33, 6], evolutionary dynamics for public good provision
in social systems with higher-order interactions [7].

Still, hypergraphs have a drawback. They are characterized by a symmetry prop-
erty which makes them most suitable to represent high-order undirected interac-
tions, i.e., situations where if an entity A is jointly interacting with B and C, then
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both B and C interact with A and with each other. This symmetry property is
clearly not always satisfied in real world systems but hypergraphical models are
unable to capture its absence, possibly failing to represent explicitly an important
feature of the system.

This motivates our interest in separable games, the main subject of this disser-
tation, which offer a representation of games that can render high-order non nec-
essarily symmetric interactions. Separable games are based on forward directed
hypergraphs, which are the extension of hypergraphs from the undirected to the
directed setting. The notion of separable games is not completely novel, as it is
equivalent to that of graphical multi-hypermatrix games introduced in [77]. How-
ever, [77] considers graphical multi-hypermatrix games only from a computational
perspective. In this thesis we undertake a different approach. Motivated by the
interest of computational game theory in games endowed with hypergraphical
structure and by the lack of an in-depth analysis of such models, we perform a
systematic study of representational and structural properties of separable games
and we explore the relation with other representations of games, showing how im-
portant results obtained in the graphical setting can be improved in the language
of directed hypergraphs, thus leading the way for further future investigations.

1.2 background

The standard way of representing games is by their normal form. This represen-
tation consists in a table specifying the utility attained by each player in each
configuration of the game. Despite being an intuitive representation that closely
matches the theoretical definition of a game, it has two major shortcomings. First,
it is non-compact as the size of the representation is exponential in the number
of players. This feature undermines the development of efficient algorithms for
solving game theoretic problems. Secondly, it doesn’t allow to encode explicitly
the strategic interactions among players. While for a generic game each player’s
utility is affected by the actions of every other player, this is not the case in many
game theoretic models of real world systems, like social or economic networks.
By ignoring this information we miss an important aspect of strategic interactions
among players, which often shapes the game’s properties. To overcome these limi-
tations a number of alternative game representations have been proposed. Among
the most relevant we cite multi-agent influence diagrams [60], game networks [62],
action-graph games [57] and, most importantly, a series of models that we will col-
lectively refer to as "network game representations". The variety of different mod-
els is due to the fact that each representation is most suitable for certain classes
of games and it provides different insights on the represented game’s properties.
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Network game representations are based on some network structure encoding the
strategic dependencies among players and have been by far the most impactful
and fruitful models. These include graphical polymatrix games, graphical games,
hypergraphical games, which will be briefly described in the rest of this section,
and separable games, which are the subject of this work and will be introduced
in Chapter 3.

1.2.1 Polymatrix games

Polymatrix games, first introduced in Russian in [55] and then in English in [50],
are systems of independent pairwise interactions among players. They are the
simplest extension of two-player games to the multi-player setting, obtained by
linearly combining two-player games involving each couple of players. This con-
struction gives rise to multi-player games in which each player is influenced sep-
arately by every other player. Formally, a polymatrix game u is characterized by
the fact that the utility of each player i ∈ V can be expressed as the pointwise sum

ui(x) =
∑

j∈V\{i}
uij(xi,xj) ∀x ∈ X (1)

of pairwise utility functions uij : Ai ×Aj → R. Such payoff decomposition dras-
tically lightens the game description: by ruling out any higher order interactions,
the description of the game is reduced to a collection of small, two player games.
An even more compact description arises when incorporating explicitly the pat-
tern of pairwise interactions into the game representation. In a graphical polymatrix
game [37] (also referred to as separable network game [30]) on a graph G = (V,E)
(which is in general directed), the utility of each player i ∈ V is represented in the
form

ui(x) =
∑
j∈Ni

uij(xi,xj) ∀x ∈ X ,

where a function uij : Ai × Aj → R is associated to each edge (i, j) ∈ E. In
particular, when G is undirected such games can be interpreted as follows. Players
are identified with nodes of the graph and each pair of players {i, j} connected
by a link is involved in a two-player game having utility functions uij(xi,xj) and
uji(xj ,xi). Each player i ∈ V can choose an unique action xi ∈ Ai to be used in all
games they simultaneously participate in and they get a utility that is the linear
aggregate of utilities from their outgoing links.
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1.2.2 Graphical games

Graphical games, first introduced in [59], are defined by imposing more general
restrictions on the way players’ utilities depend on strategies. Precisely, a game
u is said to be graphical on a graph G = (V,E) if the utility of each player i ∈
V depends only on their own action and the actions of fellow players in their
neighborhood in G, i.e., if

ui(x) = ui(y) (2)

for all game’s configurations x, y ∈ X such that their restriction to the player’s
neighborhood coincide, namely, xN•

i
= yN•

i
. Clearly, any graphical polymatrix

game can be represented as a graphical game on the same graph, but the latter
representation loses track of the pairwise structure of each player’s interactions
with their neighbors. Viceversa, only graphical games that decompose pairwise
on links can be represented as graphical polymatrix games. Indeed, the graphi-
cal representation of games captures locality of interactions according to a graph
structure but allows for any kind of dependence for a player on their neighbors’
actions, which include pairwise interactions as well as higher-order, joint interac-
tions. As a consequence, graphical games are a more general representation of
games than polymatrix. In fact, graphical games allow to represent any normal
form game, as any game is trivially graphical on the complete graph on its player
set V. However, this representation is most interesting when it holds with a signif-
icantly sparser graph, which is often the case in applications.

1.2.3 Hypergraphical games

In the hypergraphical representation of games [80, 76] the utility of a player i ∈ V

is expressed as the linear combination of payoff contributions associated to all
hyperlinks of an undirected hypergraph H = (V,L) that they belong to:

ui(x) =
∑

J∈L:i∈J
uJi (xJ), ∀x ∈ X.

We can interpret each hyperlink J of H as a group of players that interact with each
other in a local game, restricted only to players i ∈ J belonging to the hyperlink,
where the payoff of each player is given by uJi . This definition describes the fact
that players may have separate interactions with different groups of other players:
interactions within each group can be complex and are described by local games,
while different groups affect a single player additively. It then follows that both
graphical polymatrix and graphical games can be represented as hypergraphical
games maintaining the same conciseness. Indeed, graphical polymatrix games on
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a graph G = (V,E) can be expressed as hypergraphical games on a hypergraph
H = (V,L) where hyperlinks represent links of G, i.e., L = {{i, j} : (i, j) ∈ E},
and local payoff contributions coincide with the corresponding pairwise utility
functions. On the other hand, every graphical game on G can be expressed as a
hypergraphical game on a hypergraph H = (V,L) where hyperlinks represent
neighborhoods of G, i.e., L = {N•

i , i ∈ V}.
The hypergraphical game representation is characterized by an intrinsic sym-

metry, which follows from the fact that the underlying hypergraph is undirected.
This translates to a symmetry of interactions, in that if a player i depends on two
players j and k belonging to a common hyperlink, not only j and k depend on i,
but they also interact with each other. A related representation is that of graphical
multi-hypermatrix games [77], which relaxes the symmetry constraints by endow-
ing each player with a possibly different undirected hypergraph describing the
decomposition of their utility. This recent model has already proven its power in
the computational setting of [77], but an analysis of its properties and modelling
capabilities is still lacking. We tackle this point in this thesis by studying separa-
ble games, a notion that is equivalent to graphical multi-hypermatrix games aside
from some minor technical differences (discussed in Remark 3.1.4).

1.3 literature review

Among the rich literature on network game models we can identify three major
research areas of particular relevance for our discussion. The first research line
investigates the representational power of the different models and focus on de-
riving general properties of classes of games based on their network structure. The
second is an algorithmic line of research and focuses on exploiting the succinct-
ness of games’ representations to develop computationally efficient algorithms
for solving games. The third line, instead, focuses on specific game models, of-
ten emerging from real world applications, and aims at obtaining novel insights
and results based on the pattern of interactions among players. In this section, we
tackle each of the above lines providing a brief summary of the related research
and of the key results in the literature.

1.3.1 Representational and structural properties of games

By research on game representations we mean the literature that investigates how
the structure of a game reflects on its properties. In general, structural properties
are properties that can be proven to hold for all games that share a certain struc-
ture. In particular, in the context of network representations of games, the focus
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is on understanding which properties of games can be described in terms of the
game’s network structure. By establishing a relation between the network repre-
sentation of a game and some of its relevant features, it is possible to obtain a
representation as concise and informative for the features as the one for the game
itself. This is beneficial both from an algorithmic perspective, as it opens the way
to compute efficiently such features by exploiting graph algorithms, and from a
more descriptive perspective, as it offers an interpretation of the game’s features
in terms of the pattern of its strategic interactions.

To clarify these considerations and without any aim to be exhaustive, we present
three works that have produced results in this direction.

Polymatrix games made it possible to extend to the context of multi-player
games major results that were known to hold for two-player games, but that don’t
hold for general, unstructured, multi-player games. A remarkable example is pro-
vided by [30] in the setting of zero-sum games. Two-players zero-sum games have
been deeply and extensively studied since the early days of game theory, and they
are still today. Zero sum games are defined as games u (see (1)) such that for
each configuration x ∈ X of the game the sum of all utilities of players i ∈ V is
vanishing ∑

i∈V
ui(x) = 0.

They represent a simple but effective model of strategic competition among play-
ers with opposite interests, in settings which can be modelled as closed payoff
systems, so that a player’s gain corresponds to an equivalent loss for the other
players and viceversa. This intuitive interpretation makes zero-sum games very in-
teresting from the point of view of applications. From a mathematical perspective,
the zero-sum property turns out to be a crucial feature, the key element to obtain
the strong and significant results which characterize two-player zero-sum games.
The most relevant of such results is the so called "Minimax Theorem", due to Von
Neumann [75]. Von Neumann’s result not only proved the existence of mixed
equilibria configuration, anticipating the work of Nash [74], but it also provides
a characterization of equilibria in terms of minimax strategies. Such characteriza-
tion, which is missing for general non zero-sum games, reduces the problem of
finding Nash equilibria in two-player zero-sum games to that of solving a linear
program, which can be done efficiently. This remarkable result is in sharp contrast
with more recent results [35, 38], showing that the computation of Nash equilibria
is a hard problem in general. The rich theory of zero-sum games was confined
to the two-player setting. Indeed, even if the zero-sum property admits a straight-
forward extension, the minimax theorem fails in the general multi-player setting.
In [37] the authors extend the minimax theorem to a subclass of graphical poly-
matrix games where a zero-sum two-player game involving the endpoints players
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is associated to each link. This construction, based on local two-player zero-sum
games, results in a zero-sum polymatrix game but doesn’t cover the whole fam-
ily of zero-sum polymatrix games. The extension process is completed in [30],
where the minimax theorem is proved for zero-sum graphical polymatrix games
obtained combining two-player games associated to links that are not zero-sum,
i.e., graphical polymatrix games whose zero-sum nature is a global rather than a
local property.

In the paper [58], the authors investigate the problem of representing corre-
lated equilibria in graphical games and they obtain fundamental representational
and computational results. They show that it is possible to represent correlated
equilibria of a graphical game (up to a notion of expected payoff equivalence)
with the same succinctness of the game representation in terms of a suitable local
Markov network, an undirected probabilistic graphical model defined over the
same graph of the game. In doing this they draw a powerful connection between
the two graphical models: on one side the graphical representation of a game en-
codes strategic dependencies by means of a graph and some local utility functions
characterizing the interactions among neighboring players, on the other side the
associated Markov network encodes on the same graph structure the probabilistic
interactions among players in correlated equilibria via local potential functions,
each associated to a neighborhood on the graph. More precisely, the considered
local Markov networks are defined as probability distributions P over the game’s
configurations space X that can be factorized over the closed neighborhoods N•

i

of the game’s graph G = (V,E) as

P (x) =
1

Z

(
Πi∈Vφi(xN•

i
)
)

where the functions φi : XN•
i

→ [0,∞) are called local potentials and Z =∑
x∈X

∏
i∈V φi(xN•

i
) is a normalization factor. Then the aformationed result states

that any correlated equilibrium P of a graphical game on a graph G can be rep-
resented as local Markov networks on G up to payoff equivalence, meaning that
there exists a distribution Q, payoff equivalent to P , that is still a correleted equi-
librium for the game and is a local Markov network on G. This result is structural,
in the sense that it is obtained as a consequence of the graphical structure of a
game, and it is representational in the sense that it produces a representation
of a game feature, namely correlated equilibria, which inherits the compactness
and descriptive power of the graphical game formalism. Following the lines of
this work [58], in Chapter 6 we will investigate the representation of correlated
equilibria for separable games. A different result, but in the same spirit as the
previous one, is obtained in [36] where the authors propose a mapping of any
graphical game into a Markov random field, whose graph structure is not exactly
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the same but is closely related to that of the game, and show that the existence and
structure of pure Nash equilibria of the game can be equivalently investigated by
means of probabilistic queries on the corresponding Markov random field.

A further relationship between graphical games and probabilistic graphical
models has been established in [14] for the class of graphical potential games. This
work shows that potential functions of a graphical potential game correspond to
positive Markov random fields with the same graph structure, i.e., to probabil-
ity distributions P that can be factorized over the maximal cliques Cℓ(G) of the
game’s graph G as

P (x) =
1

Z

(∏
C∈Cℓ

φC(xC)

)
where the positive functions φC : XC → (0,∞) are called local potentials and
Z =

∑
x∈X

∏
i∈V φi(xNi

) is a normalization factor. More precisely, to a potential
function ϕ of a graphical game it corresponds a positive Markov random field
defined by

P (x) = eϕ(x) (3)

(with the normalization assumption that
∑

x∈X eϕ(x) = 1). The authors actually
show that the connection between potential functions of graphical games and
Markov random fields is much stronger, as not only it is possible to map a po-
tential function of the game into a positive Markov random field with the same
graphicality property but also that each positive Markov random field over a
graph correspond to a graphical potential game on that graph, resulting into an
equivalence of graphical potential games and positive Markov random fields. This
connection allows, in particular, to translate the factorization property of positive
Markov random fields into a decomposition property for potential functions, de-
riving a structural result for graphical potential games: any potential function of
a graphical potential game can be additively decomposed as

ϕ(x) =
∑

C∈Cℓ(G)

ϕC(xC)

into the sum of local potentials, each associated to a maximal clique of the game’s
graph and depending only on the actions of players belonging to that clique. A
counterpart of this and further results are presented in [76] for the class of graphi-
cal transformed potential games defined therein. As discussed in Chapter 7, such
results admit an extension and refinement in the setting of separable games.

In conclusion, the results collected in this brief summary demonstrate the power
of the graphical games formalism in the analysis of structural properties of multi-
player games. However, while there is already a large amount of literature focus-
ing on specific graphical games (which we will present later on in this chapter), a
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general theory is still missing and in this sense the presented works represent re-
markable exceptions. How does the graphicality of a game reflect on its properties
is still largely unexplored.

1.3.2 Algorithmic and computational results

Computational game theory is the branch of game theory that is concerned with
the development of procedures to perform game-theoretic computations. The in-
quiries that these procedures aim to support cover a wide range of questions that
naturally arise from real systems that are modelled by games but the main focus
is on identifying the many different notions of equilibria in games, which include
pure and mixed Nash equilibria and correlated equilibria. The reason for the great
interest in this quest is of twofold nature, both practical and conceptual. On the
practical side, being able to obtain equilibria of a game is useful as a predictive
and prescriptive tool, since many models assume that the systems under analysis
have reached or will eventually reach a steady state, i.e., an equilibrium configura-
tion. On the other hand, equilibria are standard solution concepts in game theory.
If such solutions cannot be efficiently computed by a machine it would be unrea-
sonable to expect a system of agents to realise them and the very validity of the
notion would be lost.

A concise representation of the input data plays an essential role in the creation
of efficient algorithmic procedures. Indeed, the size of the normal form games’ rep-
resentation is exponential in the number of players. This undermines the efficiency
of algorithms operating on games, since even an algorithm with polynomial com-
plexity results in an execution time which is exponential in the number of players.
Network game representations provide the required compactness in many cases.
Indeed, games modelling real world phenomena naturally possess some network
structure reflecting the pattern of interactions among agents, which are usually
local. In fact, the formalism of graphical games has made it possible to derive sig-
nificant and provably efficient algorithms for the computation of both pure Nash
[47, 36] and correlated equilibria [58, 80].

[47] addresses the problem of the existence and computation of pure Nash equi-
libria and strong Nash equilibria in games. The paper focuses on graphical and hy-
pergraphical representations of games and shows that determining the existence
of pure and strong Nash equilibria of a game is a hard problem even under the
strong assumptions of bounded neighborhood or graph/hypergraph acyclicity on
its graphical and hypergraphical representations respectively. However, the work
reveals how network representations of games are the suitable language to iden-
tify and express reasonable restrictions that make the problem tractable, which are
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the combination of two weaker assumptions, namely the small neighborhood of
the graphical representation and bounded hypertree width of the hypergraphical
representation. The same problem has been further investigated in [36] with a con-
siderably different approach that leads to an improvement of the results of [47].
This work present a way of mapping any graphical game to a suitable Markov ran-
dom field in such a way that the problem of assessing the existence of a pure Nash
equilibrium of the game is reduced to the computation of a maximum a posteriori
configuration of the Markov random field, a central task in the theory of graphical
models for which efficient algorithms are known. The same reduction allows to
obtain a compact description of all pure Nash equilibria of the game by extracting
marginal probability distributions on the cliques of the corresponding graphical
model, which can be achieved by means of the junction tree algorithm. This result
produces a polynomial algorithm for computing pure Nash equilibria of graphical
games without any acyclicity assumption, expanding the previously known class
of tractable problems [47] to include graphical games with unbounded but slowly
increasing tree-width and bounded neighborhood size.

In the context of mixed strategies, existence of mixed Nash equilibria is guar-
anteed [73] so that research focuses on the computational aspects of finding such
equilibria. The problem of deciding whether a mixed Nash can be found in poly-
nomial time has been studied in depth [68, 79], culminating in [38] where the
problem was shown to be PPAD-complete both for normal form and for graphical
games, so that with high confidence the answer is negative.

The above considerations concerning existence remain true for correlated equi-
libria but, in contrast, the question regarding the tractability of their computa-
tion admits a quite different answer. As an illustrative example we present some
works that focus on this problem, which have the further merit of underlining the
aforementioned connection between graphical games and probabilistic graphical
models.

The computation of correlated equilibria for normal form games can be immedi-
ately reduced to the solution of a system of linear inequalities. Indeed, correlated
equilibria P of a game u are characterized by non-negativity and normalization
constraints, describing the fact that correlated equilibria are probability distribu-
tions

∀x ∈ X,P (x) ≥ 0,
∑
x∈X

P (x) = 1,

and by equilibrium constraints for each player i ∈ V

∀xi, yi ∈ Ai, Ex∼P |xiui(xi,x−i) ≥ Ex∼P |xiui(yi,x−i)
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stating that no player i has any incentive (measured with expected payoff gain)
in unilaterally deviating from the action prescribed by the correlated equilibrium.
These are in fact linear constraints, if restated in the following equivalent form:

∀xi, yi ∈ Ai,
∑

x−i∈X−i

ui(xi,x−i)P (xi,x−i) ≥
∑

x−i∈X−i

ui(yi,x−i)P (xi,x−i). (4)

This fact allows to define a linear programming problem whose feasible set co-
incides with correlated equilibria of the game and that is able to select specific
correlated equilibria depending on the chosen objective function. The resulting
optimization problem has the probability values P (x) for all configurations x ∈ X

as optimization variables, so that the number of variables is |X|. The number of
constraints is also polynomial in |X|, due to the non-negativity constraints. This,
together with the fact that linear programs belong to the polynomial complexity
class, implies that correlated equilibria can be computed in time which is poly-
nomial in |X|, and consequently polynomial in the normal form representation of
the game (whose size is n|X|). This result is only apparently satisfactory, as the
complexity of the problem is polynomial only when measured with respect to
the verbose normal form representation of the input game, which is in turn expo-
nential in the graphical representation of the same game whenever, for example,
the graph structure of the game has bounded degree. This reasoning shows that
a more significant way of assessing the quality of a computational procedure for
graphical games is measuring its complexity with respect to the network represen-
tation of the input. This general consideration poses a more difficult but more in-
teresting challenge in the context of correlated equilibria computation, which was
first tackled in [58]. The authors employ the representational results described in
the previous section to restate the above linear programming in local form. This
approach involves local probability optimization variables Pi(xN•

i
) and exploits

the locality of utility functions to express the equilibrium conditions (4) in local
form as:

∀xi, yi ∈ Ai,
∑

xNi
∈XNi

ui(xi,xNi
)Pi(xi,xNi

) ≥
∑

xNi
∈XNi

ui(yi,xNi
)Pi(xi,xNi

).

Local probability variables are again subject to non-negativity and normalization
constraints,

∀xN•
i
∈ XN•

i
,Pi(xN•

i
) ≥ 0,

∑
xN•

i
∈X

Pi(xN•
i
) = 1,
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and to "Intersection Consistency Constraints", which couple local probabilities
to account for the possible overlap of different neighborhoods in the underlying
graph. More precisely, for each i and j in V and for each y ∈ XN•

i ∩N
•
j∑

xN•
i
∈XN•

i
:xN•

i
∩N•

j
=y

Pi(xN•
i
) =

∑
xN•

j
∈XN•

j
:N•

i
∩N•

j
=y

Pj(xN•
j
).

This system of linear inequalities can be solved in linear time in the graphical rep-
resentation of the game. Taking advantage of the equivalence of correlated equilib-
ria of graphical games to local Markov networks with the same graph structure,
the authors show that each equilibrium of the game is represented via its local
marginals in the solution set. Viceversa, each solution of the above system can be
mapped to a correlated equilibrium of the game provided that the graph of the
game is a tree. This result has the merit of deriving a polynomial time algorithm
for computing correlated equilibria of graphical games relying explicitly on the
graphical structure but its applicability is limited to tree graph structures. Such
limitation is overcome in [80], where the previous result is extended to graph-
ical games of bounded tree-width. More in general, [80] proposes polynomial-
time algorithms for finding correlated equilibria in multiplayer games that admit
a suitable compact representation, formally defined therein as a "succinct repre-
sentation". This very general notion includes as special cases polymatrix games,
graphical games and hypergraphical games, as well as several other game models.
Due to the wide scope of this result, which is not limited to network represen-
tations of games, its derivation does not exploit the network structure of games
directly. Instead, it exploits the succinctness property of the game’s representation
at its best, resulting in a very strong result with broad applicability.

1.3.3 Specific network game models

As previously mentioned, one of the most fundamental issues related to the nor-
mal form representation of games is that it ignores the underlying structure that
the game may possess. Indeed, a lot of problems that are modelled using game
theory naturally possess some network structure, of which the following are just
a few examples. Organizational structures are usually described by tree-like net-
works, where agents located at a certain level are engaged in games with their su-
pervisors, located at higher levels. In computer networks, computer machines are
located at nodes and negotiate with neighbouring machines to balance the work
load. Perhaps the most famous example of naturally emerging network structure
are social structures. They are described by very complex networks and it is well
known that the structure of such networks is responsible for the emergence of
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collective behaviours. For example, the evolution of conventions has been shown
to result from the repeated resolution of local conflicts. Finally, there are physical
structures, such as the ones describing the distribution of particles in space. Many
models in statistical mechanics, such as the well-known Ising model, assume that
particles are spatially distributed at the nodes of a lattice and they are able to
describe the emergence of macroscopic behaviours as the result of microscopic
interactions between particles, due to some short range physical law. All these
network structures, and many others, are lost if we use a tabular representation
for games.

For this reason network representations of games have recently emerged as a
unified framework for modelling interactions in many social and economic set-
tings [54, 42, 52, 27]. They allow one to analyse the emergence of phenomena such
as peer effects, technology adoption, spread of ideas and innovation [87, 70], prop-
agation of shocks or perturbations [4], consensus formation [71, 25], diffusion of
crime or education [16], and commitment to public good [26, 5].

There exists a very rich literature that investigates specific game models, of
which the cited works are just a small portion. From the point of view of our dis-
cussion, we are most interested in highlighting the common traits to the different
approaches. When focusing on a specific game model, the aim is usually to derive
a characterization of interesting game properties in terms of particular features
of the underlying network. To describe this process we present some significant
examples.

Network coordination games are popular game models [52] with a variety of
applications in economics, social sciences, and biology. In their simplest version,
they are mathematically described as strategic games with binary action set, where
players are interconnected through a weighted graph G = (V,E,W ). Specifically,
when the binary actions are A = {0, 1}, the utility of a player in a network coor-
dination game is an affine increasing function of the number of their neighbors in
the network playing the same action. A special instance of such games is obtained
letting

ui(xi,x−i) =
∑
j∈V

Wij

(
(1− r)xixj + r(1− xi)(1− xj)

)
, (5)

where r in (0, 1) is a parameter. This utility function describes the fact that each
agent i receives a reward from the interaction with each of their neighbors. More
precisely, they receive a different reward for each match on action 1 or action 0

with a neighbor j, which depends on the weight Wij of the link connecting them
and on the parameter r. Notice that the game can be represented as graphical
polymatrix game on G, as the utilities of players are clearly pairwise separable.
The common value r is referred to as the threshold value of the game because
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the above payoff structure induces a threhold behavior for the best response cor-
erspondence, which is the function that gives, for each player, their best actions
to play given the configuration of all the other players. In particular, the best re-
sponse for a player in the coordination game is 1 if the total weight of links to
their neighbors playing 1 is above a fraction r of their degree in G. How does the
network structure determine the properties of such games has been extensively
investigated in the literature from many different perspectives.

A notable example is given by [71], which considers an infinite population of
locally interacting agents, and [54], which adapts the results to a finite population
setting. It is immediate to see that, irrespectively of the graph structure, the net-
work coordination game admits two pure Nash equilibria, corresponding to the
two configurations where all players agree on one of the two available actions, also
referred to as consensus configurations. The two papers then tackle some more
elaborate questions concerning, for example, the existence of co-existent equilib-
ria, where both actions are concurrently represented. Interestingly, this question
proves to admit an answer in terms of the network structure, and, specifically, on
the graph topological notion of cohesiveness. Precisely, a set S ⊂ V of nodes of
a graph G is said to be r-cohesive if each node in S has at least a fraction r of
its degree deriving from links pointing to S. Cohesiveness measures how tight
a sub-community is in a network and allows different groups of players in the
network to sustain different behaviors. Indeed, a coexistent configuration x where
players in a set S ⊂ V play action 1 and the remaining players V \ S play action 0

is a Nash equilibrium for the network coordination game if and only if S form an
r-cohesive set in G while the set V \ S is (1− r)-cohesive. The usefulness of the co-
hesiveness notion is not limited to the mentioned application. On the contrary, it
is both the basis for further investigations on the structural properties of network
coordination games, such as the identification of atomic behavioral communities
in networks composed of agents that always behave the same way in all equilibria
of coordination games [53], and it provides an inspiration to extend similar ideas
beyond network coordination games [10, 11].

[81] proposes synchronisation games on hypergraphs, that generalize graphical
polymatrix coordination and anti-coordination games to the hypergraphical set-
ting. Synchronization games are games on a hypergraph H = (V,L) where only
hyperlinks where a consensus on some action is realized contribute to the utility
of players. More precisely, each hyperlink J ∈ L is associated with a possibly dif-
ferent weight function wJ defined on the common action set of players A and the
utility of players is defined as

ui(x) =
∑

J∈L:i∈J
w̄J(x), ∀x ∈ X
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where

w̄J(x) =

0 if ∃i, j ∈ J : xi ̸= xj

wJ(a) if ∀i ∈ J,xi = a ∈ A.

In words, in a configuration x of the game, each player receives no utility from
any hyperlink J ∈ L where the restricted configuration is not uniform, i.e., such
that ∃i, j ∈ J with xi ̸= xj . Instead, the player receives a reward from each hy-
perlink J ∈ L where a convention is established, i.e., such that xJ = a1J for some
a ∈ A. When all weight functions are positive, the game is referred to as coor-
dination games on hypergraphs and it captures a weak form of high-order coor-
dination, where only full consensus in communities represented by hyperlinks is
rewarded. When, instead, all weights are negative the game models a weak form
of high-order mis-coordination, where players have an incentive in deviating only
if all other members of the hyperlink play a common action. The authors derive
sufficient conditions for the existence and the efficient computability of strong
equilibria for the game based on some acyclicity properties of the underlying hy-
pergraph.

A similar class of hypergraphical games that model a wider range of high-
order mis-coordination behaviors are hypergraphical clustering games of mis-
coordination [82]. In these games players may exhibit different levels of homogeneity-
aversion. Players with weak homogeneity-aversion receive a reward from every hy-
perlink they belong to in which there is at least one player with a different action.
Players with a strong homogeneity-aversion, instead, behave as in the previous
game model [81] and are only rewarded for mis-coordinating with all members of
an hyperlink. The authors study the price of anarchy of such games, which mea-
sures the inefficiency of pure Nash equilibria with respect to a system optimum
configuration, deriving bounds that depend on the size of the hypergraph.

1.4 organization of the manuscript

The thesis is organized as follows.

• In Chapter 2, we introduce the main mathematical tools and notation that
will turn useful throughout the thesis. In Section 2.2 we present some central
graph-theoretic notion, starting from graphs up to undirected and forward
directed hypergraphs, and we describe the relation among these concepts.
Section 2.3 focuses on decomposable hypergraphs and on the special prop-
erties of probabilistic models endowed with a decomposable hypergraph
structure that are at the base of the results of Chapter 6. Then, in Section
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2.4 we present the basics of game theory, with a particular focus on graph-
ical games, and we derive a relevant decomposition of the space of games
into potential, harmonic and normalized games. Finally, in Section 2.5 we
introduce Markov Random Fields, a special family of probabilistic graphical
models with strong connections to the theory of potential games.

• In Chapter 3, we introduce separable games and show how interactions in
a game can be effectively described by means of forward directed hyper-
graphs.

• In Chapter 4, we tackle a fundamental question about the separable represen-
tation of games, that is the existence of a minimal separable representation
for games, showing that each game possesses a minimal forward directed
hypergraph describing its separability. We also discuss in details the rela-
tion between separability and the notion of strategic equivalence of games,
expanding on its implications on the computational complexity of the sepa-
rable representation.

• In Chapter 5, we change our point of view: instead of focusing on inves-
tigating the separability of a given game, we describe how to obtain the
most accurate representation of it with a prescribed separability property by
means of projections. This framework allows to obtain compact approximate
representation of games that can be exploited to ease the analysis of games
properties. We give an example of this approach in Section 5.2.

We then turn to describe the way the underlying hypergraphical structure of
separable games reflects on their properties. In particular, we focus on the struc-
tural properties of correlated equilibria of separable games and of the potential
function of separable potential games by deriving extensions to the separable set-
ting of relevant corresponding results for graphical games [58, 14]. In both cases
we show that the entities of interest can be decomposed according to the hyper-
graphical structure of the separable game.

• In Chapter 6 we show that correlated equilibria of separable games can be
factorized over hyperlinks of the underlying hypergraph, up to a notion of
equivalence that again is based on the hypergraph structure.

• Similarly, in Chapter 7 we show how the potential function of separable
potential games can be additively decomposed over hyperlinks of the under-
lying game hypergraph. We comment on the connections of this result with
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the theory of Markov Random Fields and we describe some of its several im-
plications, both on the analysis of better response paths of separable poten-
tial games and on the interplay of separability with the potential-harmonic
decomposition of games.

• Finally, in Chapter 8 we give a geometric characterization of separability de-
riving checkable conditions to identify the minimal hypergraph of a game.
We then describe an algorithm to find such minimal hypergraph and we pro-
pose an implementation of it. We extend this analysis to the case where the
game is not fully known but only partial data about the game are available.
For this setting we propose a procedure to construct hypergraphs that are
compatible with a partial game specification.

• We conclude the thesis with Chapter 9 where we summarize the main con-
tributions of this work and present open problems that represent possible
directions for future research.

To promote the consistency of the presentation we choose not to include in
the present manuscript all the products of the PhD research. More precisely, the
content of this thesis includes (but is not limited to) the two works [8] and [9].
Instead, we do not include the following works:

• [84] studies Nash equilibria for games where a mixture of coordinating and
anti-coordinating agents, with possibly heterogeneous thresholds, coexist
and interact through an all-to-all network. Whilst games with only coor-
dinating or only anti-coordinating agents are potential, also in the presence
of heterogeneities, this does not hold when both type of agents are simul-
taneously present. This makes their analysis more difficult and existence of
Nash equilibria not guaranteed. Our main result is a checkable condition on
the threshold distributions that characterizes the existence of Nash equilibria
in such mixed games. When this condition is satisfied an explicit algorithm
allows to determine the complete set of such equilibria. Moreover, for the
special case when only one type of agents is present (either coordinating or
anti-coordinating), our results allow an explicit computation of the cardinal-
ity of Nash equilibria.

• In [10] we consider network games with coexisting coordinating and anti-
coordinating players. We first provide graph-theoretic conditions for the ex-
istence of pure-strategy Nash equilibria in mixed network coordination/anti-
coordination games of arbitrary size. For the case where such conditions are
met, we then study the asymptotic behavior of best-response dynamics and
provide sufficient conditions for finite-time convergence to the set of Nash
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equilibria. Our results build on an extension and refinement of the notion of
network cohesiveness and on the formulation of the new concept of network
indecomposibility.

• In [11] we study the robustness of binary-action heterogeneous network co-
ordination games equipped with an external field modeling the different
players’ biases towards one action with respect to the other one. We prove
necessary and sufficient conditions for global stability of consensus equilib-
ria under best response type dynamics, robustly with respect to constant or
time-varying values of the external field. We then apply these results to the
analysis of mixed network coordination and anti-coordination games and
find sufficient conditions for existence and global stability of pure strategy
Nash equilibria. Our results apply to general weighted directed interaction
networks and build on supermodularity properties of coordination games in
order to characterize conditions for the existence of a novel notion of robust
improvement and best response paths.



2
M AT H E M AT I C A L C O N C E P T S A N D T O O L S

In this chapter we are going to introduce the notation, theoretical concepts and
tools that will be used throughout this thesis. More in detail, we present notions
from graph and hypergraph theory, from game theory and from the theory of
graphical models that will be used to build and analyse the separable game model
in the following chapters.

2.1 basic notation

We start by presenting the basic notation to be used throughout this work. Vectors
are denoted with lower case, matrices and random variables with upper case, and
sets (and set-valued functions) with calligraphic letters. A subscript associated to
vectors, for instance vA, represents the sub-vector that is the restriction of a vector
v in Rn on the set of indices A ⊆ {1, 2, . . . ,n}. We indicate with 1 the all-1 vector,
regardless of its dimension, and with I the identity operator.

We denote by ∆(X) the space of probability distributions P : X → [0, 1] over a
given set X. For a probability distribution P : X → [0, 1] we denote by P (xJ) the
marginal probability associated to the set J ⊂ V:

P (xJ) =
∑
y∈X

yJ=xJ

P (y) (6)

The expected value of a random variable F : X → R will be denoted by

Ex∼PF (x) =
∑
x∈X

F (x)P (x).

2.2 graph-theoretic preliminaries

In this section we introduce some basic graph-theoretic definitions and notation.
We shall begin with directed graphs, then consider undirected and forward di-
rected hypergraphs, and finally show how these notions are related.

20
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Figure 1: A directed graph G.

2.2.1 Directed graphs

Definition 2.2.1. A directed graph G = (V,E) is the pair of a finite node set V and of a
link set E ⊆ V×V, where a link (i, j) in E is meant as directed from its tail node i to its
head node j.

Throughout this work, we shall consider directed graphs containing no self-
loops, i.e., such that (i, i) does not belong to the link set E for any node i in V, and
refer to them simply as graphs. An example of directed graph is shown in Figure
1.

We shall denote by Ni = {j ∈ V : (i, j) ∈ E} and N•
i = Ni ∪ {i} the open and,

respectively, closed out-neighborhoods of a node i in a graph G = (V,E). The set
of parents of a node i, denoted with pa(i), is defined as the set of nodes

pa(i) = {j ∈ V, (j, i) ∈ E}, (7)

while the open out neighborhood of node i is also referred to as the set of i’s
children ch(i) ≡ Ni. The intersection of two graphs G1 = (V,E1) and G2 = (V,E2)
with the same node set V is the graph G1 ⊓ G2 = (V,E) with link set E = E1 ∩ E2.
We shall say that G1 = (V,E1) is a subgraph of G2 = (V,E2) and write G1 ⪯ G2, if
E1 ⊆ E2, equivalently, if G1⊓G2 = G1. The product of two graphs G1 = (V1,E1) and
G2 = (V2,E2) is the graph G = (V,E) = G1 ⊗ G2 such that V equals the cartesian
product V1 × V2 while E = {((i1, i2), (j1, i2)) : (i1, j1) ∈ E1} ∪ {((i1, i2), (i1, j2)) :
(i2, j2) ∈ E2}.

Given a graph G = (V,E) and a set A ⊂ V, the induced graph GA is defined as
(A,EA) where EA = {(i, j) ∈ E : i, j ∈ A}.
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We shall consider undirected graphs as a special case of graphs G = (V,E) such
that there exists a directed link (i, j) in E if and only if the reversed directed link
(j, i) in E exists as well.

A path of length ℓ on a graph G is a sequence of nodes (ik)
ℓ
k=0 such that each

couple of consecutive nodes is connected by a link following the direction of in-
creasing indices, i.e., for each k ∈ {0, . . . , ℓ− 1}, (ik, ik+1) ∈ E. A path is closed
if its starting and ending nodes coincide, i.e., if i0 = iℓ. A closed path is called a
cycle. A related notion is that of chain on a graph. A chain of length ℓ on a graph
G is a sequence of distinct nodes (ik)

ℓ
k=0 such that each couple of consecutive

nodes is connected by a single link whose direction may match or be opposite to
that of increasing indices, i.e., for each k ∈ {0, . . . , ℓ− 1}, either (ik, ik+1) ∈ E or
(ik+1, ik) ∈ E.

For two nodes i, j ∈ V of an undirected graph we denote by ∆(i, j) the distance
between the two nodes in the graph G, defined as the length of any shortest path
between i and j. We will make use of the following property of undirected graphs,
which can be expressed in terms of paths.

Definition 2.2.2 (Triangulated graph). A triangulated graph, also called a decomposable
or chordal graph (see [64]), is an undirected graph with the property that every cycle of
length n ≥ 4 possesses a chord, i.e., two non consecutive vertices that are neighbours.

Certain supergraphs of a graph G = (V,E) will play a relevant role in our
analysis: they are all undirected and obtained by keeping the same node set V

and augmenting the link set E as follows. First, let G↔ = (V,E↔) be the minimal
undirected supergraph of G. Clearly, G↔ is obtained from G by making all its links
undirected, i.e., it has link set E↔ = E ∪ {(j, i) : (i, j) ∈ E}. Moreover, let G△ =
(V,E△) be the graph obtained from G↔ by adding links between out-neighbors Ni

of every node in G, i.e., G△ has link set

E△ = E↔ ∪
⋃
i∈V

{(j, l) : j, l ∈ Ni, j ̸= l} .

Equivalently, G△ can be characterized as the graph having neighborhoods N
△
i for

each player i ∈ V given by

N
△
i =

⋃
{N•

h \ {i} : h ∈ V, i ∈ N•
h} . (8)

The graphs G↔ and G△ for G as in Figure 1 are shown in Figure 2.
A clique is a completely connected subset of nodes C ⊂ V, i.e., a set of nodes

such that for every couple of nodes i, j ∈ C, (i, j) ∈ E. The size h = |C| of a clique
C is the number of nodes it is composed of; a clique of size h is often denoted
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(a) Construction of
G↔.

(b) Construction of
G△.

Figure 2: Supergraphs of the graph G represented in Figure 1.

as a h-clique. A clique C is said to be maximal if it is not contained in any larger
size clique, i.e., if there is no clique C̃ of G such that C ⊊ C̃. Given a graph G, we
will denote by Cℓ(G) the family of its maximal cliques. Figure 3 shows an example
of a graph and highlights its cliques. The light blue 3-cliques and the dark blue
4-cliques form maximal cliques.

2.2.2 Hypergraphs

Definition 2.2.3. A hypergraph (shortly, a H-graph) is the pair H = (V,L) of a finite
node set V and of a set L of undirected hyperlinks, each of which is a nonempty subset of
nodes [28].

A simple way to visualize hypergraphs is by identifying each hyperlink with
a colour or pattern and by grouping/filling nodes with the colours and pattern
corresponding to hyperlinks they belong to. An example of this visualization is in
Figure 4 where nodes coincide with nodes V of the graph G from Figure 1 while
hyperlinks coincide with closed neighbourhoods of the same graph.

A H-graph H = (V,L) is referred to as simple if no undirected hyperlink J

in L is strictly contained in another undirected hyperlink K in L. The simple H-
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Figure 3: A graph with its cliques (from https://en.wikipedia.org/wiki/Clique_

(graph_theory)). Links of the graph are 2-cliques, 3-cliques are represented as
light and dark blue triangles, while 4-cliques correspond to dark blue areas.

Figure 4: Representation of an H-graph. Nodes V and hyperlinks L coincide with nodes
and closed neighbourhoods of the graph from Figure 1.

https://en.wikipedia.org/wiki/Clique_(graph_theory)
https://en.wikipedia.org/wiki/Clique_(graph_theory)
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graph associated to a H-graph H = (V,L) is the H-graph H = (V,L) with set of
undirected hyperlinks

L = {J ∈ L : ∄K ∈ L s.t. K ⊋ J} .

We shall say that a H-graph H1 = (V,L1) is a sub-H-graph of another H-graph
H2 = (V,L2) and write H1 ⪯ H2 if, for every undirected hyperlink J1 in L1,
there exists some undirected hyperlink J2 in L2 such that J1 ⊆ J2. Notice that
both H ⪯ H and H ⪯ H and that in fact H is the only simple H-graph with this
property. Also, observe that H1 ⪯ H2 if and only if H1 ⪯ H2.

Given two H-graphs H1 = (V,L1) and H2 = (V,L2) with the same node set
V, the intersection of H1 and H2 is the H-graph H1 ⊓H2 = (V,L) with set of
undirected hyperlinks

L = {J = J1 ∩ J2 : J1 ∈ L1, J2 ∈ L2} .

The union of H1 and H2 is instead defined as the H-graph H1 ⊔H2 = (V,L1 ∪
L2).

Given a hypergraph H = (V,L) and a set A ⊂ V, the induced hypergraph HA

is defined as (A,LA) where LA = {J∩A : J ∈ L}.
A H-graph H = (V,L) is said to be completely connected if V ∈ L.

2.2.3 Forward directed hypergraphs

The following is a generalization of both notions of graphs and H-graphs given
above.

Definition 2.2.4. A forward directed hypergraph (FDH-graph) [45] is the pair F =
(V,D) of a finite node set V and of a finite hyperlink set D, where each hyperlink d = (i, J)
in D is the ordered pair of a node i in V (to be referred to as its tail node) and a nonempty
subset of head nodes J ⊆ V \ {i} (to be referred to as the hyperlink’s head set).

A simple way to visualize FDH-graphs is to identify each directed hyperlink
with a colour or pattern. Then, each tail node can be connected to its hyperlink’s
head sets with some arrows. An example of this visualization is in Figure 5 where
nodes coincide with nodes V of G from Figure 1. Each hyperlink connects a node
to its open neighbourhood in the same graph G.

A FDH-graph F = (V,D) is simple if for every hyperlink (i, J) in D, there exists
no other hyperlink (i,K) in D such that J ⊊ K. The simple FDH-graph associated
to a FDH-graph F = (V,D) is the FDH-graph F = (V,D) with hyperlink set

D = {(i, J) ∈ D : ∄(i,K) ∈ D s.t. K ⊋ J} ⊆ D
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Figure 5: Visualization of an FDH-graph. Nodes correspond to nodes of the graph G of
Figure 1; each node is the tail node of an hyperlink whose head set is the node’s
open neighborhood Ni in G.

containing only hyperlinks in D with maximal head node set.
We shall say that a FDH-graph F1 = (V,D1) is a sub-FDH-graph of another

FDH-graph F2 = (V,D2) and write F1 ⪯ F2 if for every hyperlink (i, J1) in D1

there exists some hyperlink (i, J2) in D2 such that J1 ⊆ J2. Notice that both F ⪯ F

and F ⪯ F and that in fact F is the only FDH-graph with this property. Also,
observe that F1 ⪯ F2 if and only if F1 ⪯ F2.

The intersection of two FDH-graphs F1 = (V,D1) and F2 = (V,D2) with the
same node set V is the FDH-graph F1⊓F2 = (V,D) with set of directed hyperlinks

D = {(i, J) : ∃(i, J1) ∈ D1, (i, J2) ∈ D2 s.t. J1 ∩ J2 = J} . (9)

2.2.4 How the various concepts are related

A directed graph G = (V,E) can naturally be identified with a FDH-graph on V

whose hyperlinks are the original links in the graph (i, j) interpreted as (i, {j});
with slight abuse of notation in the following we may identify such FDH-graph
with the original graph G.

There is another natural way of relating directed graphs and FDH-graphs, that
will play a key role in the following. On the one hand, to a directed graph G =
(V,E) we can associate the FDH-graph

FG = (V,DG), DG = {(i,Ni) | i ∈ V} . (10)

As an example, Figure 5 shows the FDH-graph FG for the graph G of Figure 1. On
the other hand, for a FDH-graph F = (V,D) we can consider the directed graph

GF = (V,EF), EF = {(i, j) | ∃(i, J) ∈ D, j ∈ J} . (11)
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Observe that the following relations hold true:

G = G(F
G), F ⪯ F(G

F) . (12)

Analogously, on the one hand to every H-graph H = (V,L) we can associate
the FDH-graph

FH = (V,DH), DH = {(i, J) | i ∈ V \ J, {i} ∪ J ∈ L} , (13)

while on the other hand to every FDH-graph F = (V,D) we can associate the
H-graph

HF = (V,LF), LF = {{i} ∪ J : (i, J) ∈ D} , (14)

so that the following relations hold true:

H = H(FH), F ⪯ F(H
F) . (15)

FDH-graphs F = (V,D) that are derived from H-graphs in the sense that F = FH

for some H-graph H are referred to as undirected as they are characterized by the
property that

(i, J) ∈ D ⇒ (j, {i} ∪ J \ {j}) ∈ D , ∀j ∈ J .

The FDH-graph F(H
F) is called the undirected FDH graph associated with F and,

for notational simplicity, it is denoted by F↔ = (V,D↔). The set of its directed
hyperlinks can be characterized as

D↔ = {(i, J) : {i} ∪ J = {h} ∪K for some (h,K) ∈ D} . (16)

2.3 decomposable hypergraphs

In this section we introduce decomposable hypergraphs and describe some of
their properties. The main goal of this section is to prove Lemma 2.3.10, a funda-
mental theoretic result that will be applied in Chapter 6 to the study of correlated
equilibria of separable games.

In this section we only consider simple hypergraphs H = (V,L), i.e., hyper-
graphs such that if J,K ∈ L and J ⊃ K ∈ L, then J = K. We start by giving some
definitions.

Definition 2.3.1 (Hypergraph decomposition). Given an H-graph H = (V,L), a
decomposition of H is a couple of sets A,B ⊂ V such that A ∪B = V, A ∩B ⊂ J for
some J ∈ L, and for each hyperlink K ∈ L either K ⊂ A or K ⊂ B. A decomposition is
said to be proper if both A,B ̸= V.
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Definition 2.3.2 (Decomposable hypergraphs). An hypergraph H = (V,L) is said to
be decomposable if either V ∈ L or there exists a proper decomposition A,B of H such
that both the induced hypergraphs HA,HB are decomposable.

Note that the recursive definition of decomposable hypergraph is well founded
since at each step of the recursion both hypergraphs HA and HB have fewer nodes
than H.

Remark 2.3.3. Definition 2.3.2 is equivalent to that given in [64, Section 2.2.2]. Indeed,
by iteratively applying Definition 2.3.2 to a decomposable hypergraph H, one can decom-
pose it into completely connected hypergraphs. It remains to be proven that at each step
the H-graph H = (V,L) is the direct join ∧ (see [64, page 22]) of the induced H-graphs
HA and HB. To see this observe that HA ∧HB is completely connected, as we have that
A ∩B ⊂ J for some J ∈ L. Moreover HA ∨HB = H. Indeed for any J ∈ L we have
that either J ⊂ A or J ⊂ B. In the first case J = J ∩A ∈ LA so that J is an hyperlink
of HA ∨HB. The second case is analogous. On the other hand, for any hyperlink J of
HA ∨HB either J ∈ LA or J ∈ LB. In the first case, J = K ∩A ⊂ K for some K ∈ L.
The second case is analogous.

We now give a characterization of hypergraph decomposability in terms of the
following property, known as the running intersection property.

Definition 2.3.4 (Running intersection property). A sequence (Bk)
K
k=1 of distinct

subsets of V satisfies the running intersection property if for all 1 < i ≤ K there exists
1 < j < i such that Si ⊂ Bj where

Si = Bi ∩ (B1 ∪B2 ∪ . . .∪Bi−1). (17)

The set of separators S is S = {Sj : 1 < j ≤ K} and for each separator T ∈ S its combina-
torial index is

ν(T) =
1

2
|{j : 1 < j ≤ K, Sj = T}|

Proposition 2.3.5. An hypergraph H = (V,L) is decomposable if and only if its hyper-
links can be ordered to form a sequence satisfying the running intersection property.

Proof. This follows directly from [64, Propositions 2.27–2.29].

Based on the above characterization, we can link decomposability of hyper-
graphs to the corresponding property of graphs, given in Definition 2.2.2.

Definition 2.3.6 (Simplicial set). Given a graph G = (V,E), a set B ⊂ V is simplicial
if it has complete boundary, i.e., if the set bd(B) = {j : (i, j) ∈ E for some i ∈ B} \B is
complete in G.
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Definition 2.3.7 (Perfect sequence). A perfect sequence for a graph G = (V,E) is a
sequence (Bk)

K
k=1 of complete sets of nodes of G such that, defining the history Ij and the

residue Rj as in
Ij = B1 ∪ . . .∪Bj , Rj = Bj \ Ij−1, (18)

it holds that Rj is simplicial in GIj .

Proposition 2.3.8. Consider a hypergraph H = (V,L). H is decomposable if and only
if H = HCℓ(G) for some triangulated graph G. In this case, any ordering (Bk)

|L|
k=1 of the

hyperlinks of H that satisfies the running intersection property is a perfect sequence of G.
Finally, the set S of separators and the combinatorial index ν(T) for all T ∈ S are the same
for every ordering of the hyperlinks that satisfies the running intersection property.

Proof. The first statement follows directly from [64, Theorem 2.25] and [64, Propo-
sition 2.5]. Notice that each Bj is complete, since it is an hyperlink of the clique
hypergraph of G.

By the relation among G and H, we have that bd(Rj) =
⋃
{J ∈ L : J ∩ Rj ̸=

∅} \Rj and its completeness in GIj can be restated as bd(Rj) ∩ Ij ⊂ K for some
K ∈ L, or equivalently⋃

{J ∈ L : J∩Rj ̸= ∅} ∩ Ij ⊂ Rj ∪K.

We prove that this holds for K = Bj by showing that for all 1 ≤ j ≤ |L| and for all
1 ≤ k ≤ |L| either Bk ∩Rj = ∅ or Bk ∩ Ij ⊂ Bj . The statement is trivial for k = j

or if k < j, by the definition of Rj . It remains to be proven that for all j < k ≤ |L|
it holds Bk ∩Rj ̸= 0 ⇒ Bk ∩ Ij ⊂ Bj . We do this by induction on k. If k = j + 1

then Bk ∩ Ij = Sk and by the running intersection property there exists i < k such
that Sk ⊂ Bi. If i = j we are done, as Bk ∩ Ij ⊂ Bj . Otherwise, if i < j then
Bk ∩Rj = ∅, as Bk ∩Rj ⊂ (Bk ∩ Ij) ∩Rj ⊂ Bi ∩Rj = ∅. This proves the base-case.
We then assume the statement is true for j + 1, . . . , k − 1 and prove it for k. By
the running intersection property, there exists i < k such that Sk ⊂ Bi. If i ≤ j,
Bk ∩ Ij ⊂ Sk ⊂ Bi and we can proceed as in the base case. If instead i > j we can
apply the inductive hypothesis to i and we obtain that Bi ∩Rj = ∅ or Bi ∩ Ij ⊂ Bj .
In the first case it follows that Bk ∩Rj = ∅ as Bk ∩Rj ⊂ Sk ∩Rj ⊂ Bi ∩Rj = ∅. If
instead Bi ∩ Ij ⊂ Bj then also Bk ∩ Ij ⊂ Bj since Bk ∩ Ij ⊂ Sk ∩ Ij ⊂ Bi ∩ Ij ⊂ Bj .
This proves the statement.

Finally, by the previous point, considering any two orderings B = (Bk)
|L|
k=1 and

C = (Ck)
|L|
k=1 of L, both are also perfect sequences of G. As stated in [64, page 1278],

this entails that B and C have the same set of separators S, where each separator
T is repeated the same number of times, namely ν(T).
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We can finally give the main statement of this section, concerning probabilistic
models over hypergraphs. The following Lemma 2.3.10 identifies decomposability
as a key structural property that allows to build a probability distribution over an
hypergraph with prescribed hyperlink marginals, provided that they are consis-
tent in the following sense.

Definition 2.3.9 (Consistent distributions). Given two subsets A,B ⊂ V two distribu-
tions PA ∈ ∆(XA) and PB ∈ ∆(XB) are consistent if their marginals on A∩B coincide,
namely PA(xA∩B) = PB(xA∩B) for all xA∩B ∈ XA∩B.

The next result will be crucial in Chapter 6.

Lemma 2.3.10. Consider a decomposable hypergraph H = (V,L) and a family of consis-
tent distributions PJ ∈ ∆(XJ) for J ∈ L. The unique distribution that can be factorized
over H and having the given distributions as its hyperlink marginals is given by

Q(x) =

∏
J∈L PJ(xJ)∏

T∈S PT(xT)ν(T)
(19)

where for every separator T the distribution PT is the marginal of PJ for some J ∈ L such
that T ⊂ J.

Proof. This is a consequence of [39, Theorem 2.6] and Proposition 2.3.8.

2.4 game-theoretic preliminaries

Throughout the thesis we shall consider strategic form games with finite nonempty
player set V and a finite nonempty action set Ai for each player i in V. We shall
denote by X =

∏
i∈VAi the space of all players’ strategy profiles, also called con-

figurations, and, for J ⊂ V, with XJ =
∏

i∈JAi the space of strategy profiles of
players in J. To ease the notation, for every player i in V we let X−i =

∏
j∈V\{i}Aj

to be the set of strategy profiles of all players except for player i. As customary, for
a strategy profile x in X, the strategy profile of all players except for i is denoted
by x−i in X−i, while xJ denotes the strategy profiles restricted to a subset J ⊆ V.

We shall refer to two strategy profiles x and y in X as i-comparable and write
x ∼i y when x−i = y−i, i.e., when x and y coincide except for possibly their i-th
entries.

We let each player i in V be equipped with an utility function ui : X → R . We
shall identify a game with player set V and strategy profile space X with the vector
u assembling all the players’ utilities. Notice that, in this way, the set of all games
with player set V and strategy profile space X, to be denoted as U, is isomorphic to
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the vector space RV×X. In view of this, we consider the standard euclidean scalar
product on U = RV×X.

In strategic games, agents are assumed to be rational, i.e., they choose their
action with the aim of improving or maximizing their utility. A strategy profile
y in X is said to be a better response to x ∈ X for a player i ∈ V if y ∼i x and
ui(y) ≥ ui(x). If the previous inequality holds strictly, then y is said to be a strict
better response to x for player i. In particular, y is said to be a best response
to x for player i if y ∈ argmaxz∼ix ui(z). Notice that every best response y to a
configuration x for a player i is also a better response to x, but not vice versa. A
(strict) better response path of length ℓ is a sequence of distinct strategy profiles
(x(t))ℓt=0 such that each couple of consecutive strategies (x(t),x(t+ 1)) for t ∈
{0, . . . , ℓ− 1} is comparable, i.e. there is some player i ∈ V, referred to as the t-th
active player, such that x(t) ∼i x(t+ 1), and x(t+ 1) is a (strict) better response to
x(t) for such player i.

Given the actions of others, the best response (BR) correspondence returns the set
of the best actions for agent i to play, that is, the actions that achieve the highest
utility

Bi(x−i) = argmax
xi∈Ai

ui(xi,x−i) .

A pure strategy Nash equilibrium (or simply Nash equilibrium for short) is a config-
uration x∗ in X such that

x∗i ∈ Bi(x
∗
−i) , ∀i ∈ V .

According to this, in a Nash equilibrium no player has any incentive in unilat-
erally deviating from their current action. By slightly weakening this condition,
we may allow players to possibly have a small incentive in unilateral deviation,
measured by a positive scalar ϵ, by introducing the following approximate notion
of equilibrium. An ϵ-Nash equilibrium is a configuration x∗ in X such that

ui(x
∗
i ) ≥ ui(yi,x

∗
−i)− ϵ , ∀i ∈ V,∀yi ∈ Ai .

Nash equilibria are a standard and intuitive solution concept for games [72].
However, it is well known that not every finite game admits a pure strategy Nash
equilibrium, in particular the following is a classical example of 2-player binary
action game for which the set of Nash equilibria is empty.

Example 2.4.1 (2-player discoordination game). Consider the 2-player binary actions
game u described by the following utility function

u1(x1,x2) =

+1 if x1 = x2

−1 if x1 ̸= x2

, u2(x1,x2) = −u1(x1,x2) (20)
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where x1,x2 ∈ {0, 1}. This is known as the discoordination game or matching pennies
game, since it describes the situation where one player aims at coordinating while the
other wants to play the opposite action to that of their opponent. The discoordination game
admits no Nash equilibria.

This motivates the introduction of extended notions of equilibrium for which
existence is always guaranteed. An instance that we will consider in our analysis
is the following. Correlated equilibria (CE) [12] are a rich and widespread solution
concept for games. The interest in this notion is justified by both modelling and
computational considerations. Indeed, CE arise as the result of assuming the play-
ers to be Bayesian rational, which is often the case in economic or more general
game theoretic settings [13]. Moreover, in contrast to Nash equilibria, CE can be
computed efficiently for games in normal form [12].

Definition 2.4.2 (Correlated equilibria). A correlated equilibrium (CE) of a game u is
a probability distribution P over the game’s configuration space X such that

∀i ∈ V,∀a, b ∈ Ai, Ex∼P |xi=a [ui(a,x−i)] ≥ Ex∼P |xi=a [ui(b,x−i)] . (21)

In the following, we denote by CE(u) the set of correlated equilibria of the
game u.

A game u is referred to as non-strategic if the utility of each player i in V does
not depend on their own action, i.e., if

ui(x) = ui(y) , ∀x, y ∈ X s.t. y ∼i x . (22)

The set of non-strategic games will be denoted by N. Two games u and ũ are
referred to as strategically equivalent if their difference is a non-strategic game,
namely u− ũ ∈ N, .i.e., if

ui(x)− ũi(x) = ui(y)− ũi(y) , ∀x, y ∈ X s.t. y ∼i x . (23)

Strategic equivalence is in fact an equivalence relation on the space of games U

and we shall denote the strategic equivalence class of a game u by [u]. In the
following we will often focus on properties of a game that are invariant with
respect to strategic equivalence.

Notice that, as for Nash equilibria, correlated equilibria are preserved by strate-
gic equivalence, as shown by the following.

Proposition 2.4.3. For any two strategically equivalent games u, v in U, CE(u) =
CE(v).
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Proof. Consider a correlated equilibrium P ∈ CE(u) and a player i ∈ V. By the
strategic equivalence assumption, we can write

vi(x) = ui(x) + ni(x−i), ∀x ∈ X.

It then follows that for any two actions a, b ∈ Ai

Ex∼P |xi=avi(a,x−i) = Ex∼P |xi=aui(a,x−i) + ni(x−i)

= Ex∼P |xi=aui(a,x−i) + Ex∼P |xi=ani(x−i)

≥ Ex∼P |xi=aui(b,x−i) + Ex∼P |xi=ani(x−i)

= Ex∼P |xi=aui(b,x−i) + ni(x−i)

= Ex∼P |xi=avi(b,x−i),

so that P ∈ CE(v). By the arbitrariness of P , we conclude that CE(u) ⊂ CE(v).
The other inclusion is obtained analogously.

This means that all games belonging to the same strategic equivalence class
share the same Nash and correlated equilibria.

A game u is referred to as normalized if∑
y∼ix

ui(y) = 0 , ∀x ∈ X, i ∈ V . (24)

Notice that normalized games coincide with N⊥, i.e., they are the orthogonal space
to non-strategic games. The normalized version of a game u is the game u ∈ U with
utilities

ui(x) = ui(x)−
1

|Ai|
∑
y∼ix

ui(y) , ∀x ∈ X, i ∈ V . (25)

It is then easily verified that the game u is both normalized and strategically equiv-
alent to u. In fact, u is the unique normalized game in the strategic equivalence
class [u] [31, Lemma 4.6.].

A class of games that play a key role in the theory are potential games [69]. A
game u in U is referred to as an (exact) potential game if there exists a potential
function ϕ : X → R such that

ui(x)− ui(y) = ϕ(x)− ϕ(y) , (26)

for every player i in V and every pair of i-comparable strategy profiles x ∼i y in
X. Observe that (26) may be rewritten as ui(x) − ϕ(x) = ui(y) − ϕ(y) for every
x ∼i y in X, which is in turn equivalent to that ui(x)− ϕ(x) = ni(x−i) does not
depend on xi for every strategy profile x in X. Hence, u in U is a potential game
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with potential ϕ if and only if it is strategically equivalent to a game uϕ in U with
utilities uϕi (x) = ϕ(x) for every player i in V. Potential games are particularly
relevant in that the potential property of a game guarantees the existence of at
least one Nash equilibrium, which is a maximum point of the potential function.

Example 2.4.4. Consider a game with three players V = {1, 2, 3}, binary action spaces
Ai = {−1, 1} for i = 1, 2, 3, and utility functions

u1(x) = x1x2 , u2(x) = x2(x1 − x3) , u3(x) = −x3x2 . (27)

It is then straightforward to verify that this is a normalized potential game with potential
function ϕ(x) = x1x2 − x2x3 .

Complementary to the class of potential games is that of harmonic games. A
game u in U is referred to as harmonic [31] if∑

i∈V

∑
y∼ix

[ui(x)− ui(y)] = 0 (28)

for every strategy profile x in X. Notice that a normalized game is harmonic if
and only if ∑

i∈V
|Ai|ui(x) = 0 , ∀x ∈ X . (29)

Hence, in particular, if the action sets of all players have the same cardinality
|Ai| = a, then a normalized game u is harmonic if and only if it is a zero-sum game,
i.e., ∑

i∈V
ui(x) = 0 , ∀x ∈ X . (30)

Example 2.4.5. Consider a game with player set and actions spaces as in Example 2.4.4
and utility functions

u1(x) = −x1x2x3 , u2(x) = x2x3(x1 − 1) , u3(x) = x3x2 . (31)

It is then easily verified that this game is a zero-sum normalized game, hence a harmonic
game since all action sets have the same cardinality.

Example 2.4.6 (Anticoordination and discoordination games.). We introduce the 2-
player binary anticoordination game, with utility functions

u1(x1,x2) =

−1 if x1 = x2

+1 if x1 ̸= x2

, u2(x1,x2) = u1(x1,x2) (32)
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where x1,x2 ∈ {0, 1}. The anticoordination game is a potential game. In contrast, the
discordination game introduced in Example 2.4.1 does not admit any potential, as it does
not have Nash equilibria. It can be verified that it is an harmonic game. Notice that both
games are normalized.

We introduce the notations P and H to denote potential and harmonic games
respectively.

2.4.1 Graphical games

Graphical games [59] are defined, with respect to a fixed graph G, imposing that
the utility of each player i only depends on the actions of players in their closed
neighbourhood. We slightly depart from this and we assume that this holds up to
non-strategic parts. This allows us a much more compact and clear presentation of
our results. A similar point of view has been already considered in the literature
[14]. The formal definition is the following.

Definition 2.4.7. Given a graph G = (V,E), a game u is said to be graphical with
respect to G, or to be a G-game, if the utility of each player i in V can be decomposed as

ui(x) = vi(xi,xNi
) + ni(x−i) , (33)

where vi : XN•
i
→ R is a function that depends on the action of player i and of players in

the subset Ni only, while ni : X−i → R is a non-strategic component that does not depend
on the action of player i.

By definition, the notion of graphicality introduced above is invariant with re-
spect to strategic equivalence.

Notice that if a game u is graphical with respect to two graphs G1 = (V,E1) and
G2 = (V,E2), it is also graphical with respect to their intersection G1 ⊓ G2. Since
every game is trivially graphical on the complete graph on V, we can conclude
that to each game u in U one can always associate the smallest graph on which u

is graphical. We shall refer to such graph as the minimal graph of the game u and
denote it as Gu.

In fact, important classes of graphical games allow for finer decompositions. In
particular, for a given graph G = (V,E), a pairwise-separable network game (cf. [34,
29]) on G is such that the utility of player i in V can be decomposed in the form

ui(x) =
∑
j∈Ni

uij(xi,xj) ∀x ∈ X , (34)

where uij : Ai ×Aj → R for i, j in E. These games are also known as graphical
polymatrix games on G [86] and are a special case of G-games. In particular, when
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G is undirected such games can be interpreted as follows. Players are identified
with nodes of the graph and each pair of players {i, j} connected by a link is
involved in a two-player game having utility functions uij(xi,xj) and uji(xj ,xi).
Each player i ∈ V can choose an unique action xi ∈ Ai to be used in all games they
simultaneously participate in and they get a utility that is the linear aggregate of
utilities from their outgoing links.

In the next chapter we will study a general notion of separability of games for
which pairwise-separable network games are a special case. We end this section
with two examples.

Example 2.4.8 (Network coordination game). For a graph G = (V,E), a network
coordination game on G is a game u where every player i in V has binary action set
Ai = {0, 1} and utility function

ui(x) =
∑
j∈Ni

ζ(xi,xj) , (35)

where ζ(xi,xj) = ζ(xj ,xi) is a symmetric function such that ζ(0, 0) ≥ ζ(0, 1) = ζ(1, 0)
and ζ(1, 1) ≥ ζ(0, 1) = ζ(1, 0). Clearly, every network coordination game with utilities
(35) is a pairwise-separable game on G. Moreover, if the graph G is undirected, a network
coordination game on G is a potential game with potential function

ϕ(x) =
1

2

∑
(i,j)∈E

ζ(xi,xj) .

In the special case when

ζ(xi,xj) =

1 if xi = xj

−1 if xi ̸= xj

we obtain the well known majority game, which is used to model the behaviour of a popu-
lation of conformist agents whose social interactions are described by G.

2.4.2 Flow representation of games

In this section we consider games from a more abstract perspective, by following
and extending the treatment of [31]. We recall that two strategies x and y in X

are said to be comparable, denoted as x ∼ y, if they coincide except for possibly
the action of one player, say i, in which case we write x ∼i y and we say that x
and y are i-comparable. Note that ∼ defines a symmetric and reflexive relation
over X. We distinguish the case when two distinct configurations x and y differ
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Figure 6: Configuration graph for a 4-player game with binary actions, denoted as 0 and
1.

exactly for the action of a single player by writing x ∼ ̸= y. Note that, equivalently,
two distinct configurations are comparable if and only if their Hamming distance
dH , defined as the number of components at which the two configurations are
different, is exactly one. Formally, for x and y in X we have that

x ≁= y ⇐⇒ dH(x, y) = 1.

This defines a symmetric relation X(2) over the set of strategies X:

X(2) =
{
(x, y) ∈ X×X |x ∼ ̸= y

}
.

Given a couple (x, y) ∈ X(2), there exists exactly one player i such that xi ̸= yi and
x ∼i y. We introduce

Fℓ =
{
F ∈ RX(2)

|F (x, y) = −F (y,x), ∀(x, y) ∈ X(2)
}

that is the set of alternating real valued functions defined over X(2), which we call
flows.

We can define the configuration graph Gconf = (X,X(2)), whose nodes are con-
figurations and whose edges correspond to comparable configurations. Gconf is the
graph product of n = |V| cliques: Gconf = ⊗i∈VCi(hi), where Ci(hi) is an hi-clique
associated to player i and hi = |Ai| is the number of actions available to player
i. See Figure 6 for a representation of the configuration graph of a game with 4

players and binary actions.
Notice that flows are defined on edges of Gconf. For this reason we will often

refer to elements of X(2) as edges.
We can compute integrals of flows along paths on Gconf in the following sense. A

path of length ℓ in Gconf = (X,X(2)) is a (ℓ+ 1)-tuple γ = (γ0, . . . , γℓ) of strategies
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such that consecutive strategies are distinct and comparable, i.e. (γi, γi+1) ∈ X(2),
i = 0, . . . , ℓ− 1. Then, for any flow F ∈ Fℓ and any path γ on Gconf we define the
integral of F over γ as ∫

γ
F :=

ℓ−1∑
i=0

F (γi, γi+1) .

We endow Fℓ with a scalar product, defined as

⟨F1,F2⟩ =
1

2

∑
(x,y)∈X(2)

F1(x, y)F2(x, y).

The integral of a flow F over a cycle γ is also called circulation.

2.4.3 Decomposition of games

In this section we show how the potential-harmonic-nonstrategic decomposition
of games, presented in [31], can be derived from the flow representation of games.
The exposition is based on the work of [31], which we have adapted to our setting
of finite games, thus deriving a simpler proof of the decomposition result that
does not rely on Hodge theory.

We will come back to the potential-harmonic decomposition of games in Sec-
tion 7.3, where we will analyse it from the point of view of separability. The
understanding of the game decomposition and of its flow interpretation devel-
oped in these sections will allow to compute the properties of each game com-
ponent explicitly to support the theoretical discussion with practical examples.
An implementation of this procedure is reported in the following repository:
https://github.com/laura-arditti/game-decomposition.

We start by defining some operators that act on the space of flows introduced
in the previous section.

Definition 2.4.9. We define the combinatorial gradient operator d : RX → Fℓ whose
action on the observable f ∈ RX gives the flow

d(f)(x, y) = f(y)− f(x) , ∀(x, y) ∈ X(2) .

In Figure 7 we illustrate the action of the gradient operator.
It can be easily verified that the adjoint of the gradient d is the divergence

operator d∗ : Fℓ → RX which acts on the flow F as

d∗(F )(x) = −
∑

y:(x,y)∈X(2)

F (x, y) , ∀x ∈ X .

https://github.com/laura-arditti/game-decomposition
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Figure 7: Representation of the action of the gradient operator: d maps the observabile f

into a flow.

Figure 8: Representation of the action of the divergence operator: d∗ gives the total inflow
at each node of Gconf.
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i.e. giving the total inflow of F at x (see Figure 8).
Flows in the image im(d) of the gradient operator are called globally consistent,

as their circulation over all cycles in Gconf is vanishing. It is not difficult to show
that global consistency of a flow F is equivalent to F having vanishing circulation
on all 3-cycles and 4-cycles of Gconf.

We now define the operator D which creates a connection between games and
flows.

Definition 2.4.10. The operator D : U → Fℓ maps the game u ∈ U to the flow Du =
F ∈ Fℓ such that

F (x, y) = ui(y)− ui(x) ∀(x, y) ∈ X(2)

where i is the only player such that x and y are i-comparable.

Example 2.4.11. Consider a graphical game with 4 players and binary actions {0, 1} over
the graph G represented on the left in Figure 9. The three players {1, 2, 4} (the blue nodes
in Figure 9) are playing a coordination game (see Example 2.4.8) while the last player 3

(the red node) is playing an anti-coordination game (see Example 2.4.6) with each of their
neighbors, resulting in the following utility functions

ui(x) = δi
∑
j∈Ni

ζ(xi,xj)

where ζ is as in Example 2.4.8 while δi = 1 for coordinating players {1, 2, 4} and δi = −1

for the anti-coordinating player 3. Figure 9 (right) represents the resulting flow F = Du

over the configuration graph of the game, which is an hypercube.

The image of the operator D is the space Fℓ(U) = imD containing all flows
which are generated by games. We will refer to flows in Fℓ(U) as game flows. We
can characterize game flows with the following proposition.

Proposition 2.4.12. The space of game flows coincides with the space of flows having
vanishing circulation over all 3-cycles of Gconf.

Proof. Let F ∈ Fℓ(U) be a game flow and consider a 3-cycle γ of Gconf having the
three strategies (x, y, z) as vertices. Notice that necessarily x ∼i y ∼i z for some
player i ∈ V. We have∫

γ
F = F (x, y) + F (y, z) + F (z,x)

= ui(y)− ui(x) + ui(z)− ui(y) + ui(x)− ui(z) = 0

We now show that
∫
γ F = 0, ∀γ 3-cycle in Gconf implies that F ∈ Fℓ(U). Given F

with vanishing circulation over all 3-cycles in Gconf, we construct the utility func-
tions ui, i ∈ V, as follows. For each player i, we choose arbitrarily an action ai ∈ Ai
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Figure 9: Graph of the game considered in Example 2.4.11 (left) and representation of the
game flow over the configuration graph (right). Brightness of the configuration
graph’s edges correspond to intensity of the corresponding flow component.

and we fix arbitrarily the values of their utility ui(ai,x−i) for each configuration
x−i ∈ A−i of the other players. Then, the values of ui on the remaining strategy
profiles x ∈ X can be obtained as:

∀x ∈ X, ui(xi,x−i) = u(ai,x−i) + F ((ai,x−i), (xi,x−i))

In this way the utilities ui are well defined and F = Du, so that F ∈ Fℓ(U).

The kernel of the operator D can also be interpreted in terms of games: it is easy
to see that it coincides with the space of non-strategic games, i.e. kerD = N. As a
consequence, for a game u ∈ U we have that [u] = D−1Du, i.e. the class of games
strategically equivalent to u is the counter image under D of the flow produced
by u.

Moreover, potential games can be characterized as the games u such that the
corresponding flow Du lies in im d. More precisely, we have that im d = DP , i.e.
potential games are the one producing globally consistent flows. To see this, it is
sufficient to observe that for ϕ ∈ RX, dϕ = Duϕ where uϕ is a potential game
where each player i has utility uϕi = ϕ, i.e. the following diagram commutes:

ϕ ∈ RX F ∈ Fℓ(U)

uϕ ∈ U

d

D
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Conversely, given a potential game u ∈ P with potential ϕ, u is strategically equiv-
alent to uϕ and Du = Duϕ = dϕ.

Since all game flows have vanishing circulation on 3-cycles of Gconf, the previous
result also implies that potential games can be characterized as games whose flow
has vanishing circulation on 4-cycles of Gconf.

Since im d ⊂ Fℓ(U), we can obtain an orthogonal decomposition of game flows
with respect to the flows of potential games:

Fℓ(U) = im d ⊥
(
(im d)⊥ ∩ Fℓ(U)

)
= im d ⊥ (ker d∗ ∩Fℓ(U))

= DP ⊥ DH

where ⊥ denotes the orthogonal sum. In view of this result the space of harmonic
games, which we introduced in (28), can be equivalently defined as follows.

Definition 2.4.13. u ∈ U is an harmonic game if the related flow F = Du has vanishing
divergence, namely

d∗(F ) ≡ 0 .

In the following we will write F = FP + FH to denote the orthogonal decom-
position of F ∈ Fℓ(U). D is an onto operator in Fℓ(U). Due to this fact, we can
pull back the decomposition of game flows to the space of games, as illustrated in
Figure 10.

Proposition 2.4.14. The space of game can be decomposed as

U = P⊕N⊕H

where ⊕ denotes the direct sum. P is the space of normalized potential games, N is the
space of non-strategic games, H is the space of normalized harmonic games.

Proof. From the decomposition of game flows, by just computing the counter im-
age via operator D, we can obtain a decomposition of games as U = D−1(DP ) +
D−1(DH) = P +H , which is not direct. Since the decomposition Fℓ(U) = imD =
DP ⊥ DH is orthogonal, we have that P ∩H = kerD = N. Then we can write

U = N ⊥ (N⊥ ∩ (P +H))

= N ⊥ ((N⊥ ∩ P )⊕ (N⊥ ∩H))

= N ⊥ (P⊕H)

where by definition we have that P = N⊥ ∩ P are normalized potential games
and H = N⊥ ∩H are normalized harmonic games. Note that only the first sum is
orthogonal while all sums are direct.
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Figure 10: Direct sum decomposition of the space of games, obtained by pulling back the
orthogonal decomposition of game flows.

Example 2.4.15. Consider a game with three players V = {1, 2, 3}, binary action spaces
Ai = {−1, 1} for i = 1, 2, 3, and utility functions

u1(x) = x1x2 + (1− x1)x2x3 ,

u2(x) = x2(x1 − 2x3) + (x2 + 1)x1x3 ,

u3(x) = x1x2 .

(36)

Notice that the game can be decomposed as u = uN + uP + uH , where uN is a is non-
strategic game with utilities

uN,1(x) = x2x3 , uN,2(x) = x1x3 , uN,3(x) = x1x2 , (37)

uP is the normalized potential game with utilities as in (27), and uH is the normalized
harmonic game with utilities as in (31).

2.5 markov random fields

Here we present some facts about Markov Random Fields (MRF), which will play
a role in the theory of separable potential games and, in particular, in the discus-
sion of Section 7.2. Our presentation follows the book [64], to which we refer for
more details on the topic.

For a finite set V we will consider random fields (Xi)i∈V, which are collections
of random variables taking values in state spaces (Ai)i∈V, which we assume to
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be discrete sets. For a subset A ⊂ V , we will let XA = ×i∈AAi and X = XV.
We shall refer to the random vector X as positive if its probability distribution is
equivalent to the product of the marginals, namely, if P(X = x) > 0 whenever
P(Xi = xi) > 0 for every i in V.

Conditional independence will play a key role, as Markov properties, the core
concept at the base of MRF, are the expression of conditional independence state-
ments concerning a random field. For discrete random variables, to which we
restrict in this discussion, the definition of conditional independence simplifies to
the following. Given a random field (Xi)i∈V and two sets A,B ⊂ V, we say that XA

is independent on XB, given (or conditional on) XC, and we write XA ⊥ XB|XC,
if

P(XA = xa,XB = xb | XC = xc) = P(XA = xa | XC = xc)P(XB = xb | XC = xc).

To lighten the notation, we will write A ⊥ B|C in place of XA ⊥ XB|XC.
Markov random fields are graphical models, as they are characterized by prop-

erties that possess a graphical structure. Such structure can be described by as-
suming V to be the vertex set of a graph G = (V,E). The main relevant cases for
our purposes is when the graph G is an undirected graph. We then proceed by
presenting Markov properties, which define Markov random fields.

2.5.1 Markov properties

As anticipated, Markov properties express conditional independence statements
about a random field whose structure is described by an undirected graph. In
particular, consider a random field (Xi)i∈V. Its probability measure P on X is said
to obey, relative to the undirected graph G = (V,E),

• the pairwise Markov property (P) if for any pair (i, j) of non-adjacent ver-
tices

i ⊥ j | V \ {i, j},

• the local Markov property (L) if ∀i ∈ V

i ⊥ V \N•
i | Ni,

• the global Markov property (G) if for any triple (A,B, S) of disjoint subsets
of V s.t. S separates A from B

A ⊥ B | S,

where S separates A and B if all paths γ connecting two nodes i ∈ A and
j ∈ B include nodes of S.
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There is a hierarchy of Markov properties, as for any undirected graph G and
any probability measure P on X,

(G) ⇒ (L) ⇒ (P ),

meaning that the global property is the strongest, while the pairwise property is
the weakest among Markov properties.

As conditional independence is closely related to factorization, so are Markov
properties.

Definition 2.5.1 (Factorization property (F)). P is said to factorize according to G if for
all maximal cliques C ⊂ V there exist non-negative functions kC and a product measure
µ = ×i∈Vµi on X s.t. P has density f with respect to µ where

f(x) =
∏

C∈Cℓ(G)

kC(xC)

Factorization property is stronger than all Markov properties, as for any undi-
rected G and any P on X,

(F ) ⇒ (G) ⇒ (L) ⇒ (P ).

However, under positivity and continuity assumptions, the weakest Markov prop-
erty implies factorization so that all the aforementioned properties are equivalent.
This is established by the Hammersley-Clifford Theorem, a fundamental result in
the theory or MRF.

Theorem 2.5.2 (Hammersley-Clifford). For an undirected graph G and a distribution
P with positive and continuous density f with respect to a product measure µ

(F ) ⇔ (P ).
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S E PA R A B I L I T Y O F G A M E S

In a graphical game, the way the utility of a player depends on the actions played
by their neighbor players is a key feature that plays a crucial role in the analysis of
the game (e.g., Nash equilibria, existence of a potential). In classical coordination
(see Example 2.4.8) or anti-coordination games such dependence can be seen as
the sum of pairwise interactions with each single neighbor player. In other cases,
as in the best-shot public good games (Example 3.2.2), instead such decomposition
is not possible.

While this finer structure of utility functions cannot be addressed within the
notion of graphical game, it is at the core of the theory of separable games, that is
the main focus of this thesis. Separable game is a more refined notion than graph-
ical game and allows for a finer description of the dependence pattern among the
players in a game.

In this section, we introduce the notions of separable function with respect to a
H-graph and separable game with respect to a FDH-graph.

Throughout the section, we shall assume to have fixed a finite player set V,
nonempty action sets Ai for every player i in V, and let X =

∏
i∈VAi. We recall

that U stands for the set of games with player set V and strategy profile set X.

3.1 separable games

First of all, we introduce the notion of separability of a game with respect to
a forward directed hypergraph (FDH-graph). The proposed notion of separable
game refines that of graphical game.

Definition 3.1.1. Given a FDH-graph F = (V,D), a game u in U is F-separable if the
utility of each player i in V can be decomposed as

ui(x) =
∑

(i,J)∈D

uJi (xi,xJ) + ni(x−i) , (38)

where uJi : Ai × Xj → R are functions that depend on the actions of player i and of
players in the subset J of head nodes of hyperlink (i, J) only, while ni : X−i → R is a
non-strategic component that does not depend on the action of player i.

Definition 3.1.1 captures not only locality of the relative influences among play-
ers in the game, but also the fact that players may have separate interactions with

46
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different groups of other players. Up to a non-strategic component, this grouping
of the player set is modeled as a FDH-graph with node set coinciding with the
player set V and where each group jointly influencing player i corresponds to a
directed hyperlink with tail node i.

Separability of a game can be equivalently expressed in terms of a correspond-
ing property of the single utility functions. Indeed, we can introduce the following
notion of separability for a function defined on product spaces.

Definition 3.1.2. A function f : X → R is H-separable, where H = (V,L) is a
H-graph, if there exist functions fJ : XJ → R, for J in L, such that

f(x) =
∑
J∈L

fJ(xJ) , ∀x ∈ X . (39)

Separability of a function f : X → R with respect to a H-graph H thus consists
in decomposability of f(x) as a sum of functions each depending exclusively on
the variables xJ associated to an undirected hyperlink J of H.

As anticipated, we can express separability of a game in terms of separability
of its utility functions. Indeed, given an FDH-graph F = (V,D), consider, for each
i in V, the ‘local’ H-graph

Hi = (V,Li), Li = {{i} ∪ J : (i, J) ∈ D} ∪ {V \ {i}} . (40)

Notice that a game u in U is F-separable in the sense of Definition 3.1.1 if and only
if, for every i in V, the utility function ui is Hi-separable in the sense of Definition
3.1.2.

We now make a few technical remarks on the definition of separable games.
In particular, we compare the current notion of separability for games with an
equivalent model introduced in [77] and we describe its connections to graphical
games.

Remark 3.1.3. The notion of separable game introduced by Definition 3.1.1 is both a gen-
eralization and a refinement of the notion of graphical game. Indeed, a direct consequence
of Definitions 2.4.7 and 3.1.1 and of relations (10) and (11) is that, given a FDH-graph
F, every F-separable game u is graphical with respect to the graph GF. Similarly, if u is
graphical with respect to G, it is FG-separable.

Remark 3.1.4. By definition, the notion of separability introduced above is invariant with
respect to strategic equivalence, i.e., a game u is F-separable if and only every game ũ that
is strategically equivalent to u is F-separable. In that, Definition 3.1.1 differs from other
notions proposed in the literature, see, e.g., that of “graphical multi-hypermatrix game”
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[77]. According to the previous remark, such invariance property is common to both the
Definition 2.4.7 of graphical games we choose to adopt and the Definition 3.1.1 of separa-
ble game that we introduce. The reason for this choice will become clear in the following
Chapter 4 and is related to the existence and characterization of minimal separable repre-
sentations for games. For the moment we limit ourselves to pointing out the following fact.
If a normalized games is F-separable, it can be represented as in (38) where ni(x−i) ≡ 0

for every player i in V.

Remark 3.1.5. For undirected FDH-graphs, Definition (3.1.1) corresponds to the notion
of hypergraphical game introduced in [80], apart from the strategic equivalence issue dis-
cussed in the previous Remark 3.1.4.

3.2 examples

We propose two examples, which describe the relation between graphicality and
separability of games and illustrate the two opposite extreme cases for the separa-
bility property of a graphical game.

Example 3.2.1 (Coordination game). The network coordination game on a graph G

presented in Example 2.4.8 is F-separable where F = (V,D) is the FDH-graph such that

D = {(i, {j}) , i ∈ V, j ∈ Ni} (41)

and Ni is the out-neighborhood of player i in G. This observation actually holds more in
general. All pairwise-separable network games with respect to a graph G are F-separable
with respect to the FDH-graph F as in (41), which is obtained interpreting G as a FDH-
graph. This justifies our terminology, showing that pairwise-separable games possess the
finest separability property, where players are affected independently by each of their
neighbors.

We next analyse a particular graphical game that is not pairwise-separable, but
rather separable with respect to a different FDH-graph.

Example 3.2.2 (Best-shot public good game). Consider a graph G and the game where
every player i in V has binary action set Ai = {0, 1} and utility:

ui(x) =


1− c if xi = 1

1 if xi = 0 and xj = 1 for some j ∈ Ni

0 if xi = 0 and xj = 0 for every j ∈ Ni .

The game u constructed in this way is an instance the so called “public good games” [52].
It models a more complex behaviour for the population V compared to simple coordination:
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players benefit form acquiring some good, represented by taking action 1 and which is
public in the sense that it can be lent from one player to another. Taking action 1 has a
cost c, so players would prefer that one of their neighbors takes that action, but taking the
action and paying the cost is still the best choice if no one of their neighbors does. The
best-shot public good game is a graphical game on G but it is not pairwise-separable. In
fact, u is separable with respect to the FDH-graph F = (V,D) where

D = {(i,Ni), i ∈ V} .

This is the coarsest separability property for a G-graphical game, and it expresses the fact
that players are affected jointly by all their neighbors.
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M I N I M A L R E P R E S E N TAT I O N O F G A M E S

In this chapter we focus on the properties of the separable representation of games
introduced in Chapter 3. Our discussion originates from the observation that the
decomposition of utility functions of separable games as a combination of local
contributions is typically not unique. Local utility terms can be reassembled in var-
ious ways leading to substantially different representations associated with differ-
ent FDH-graphs. However, the set of hyperlinks needed to describe the structure
of a game determines its parametric complexity in inferential procedures. Simi-
larly, the efficiency of algorithms to find Nash equilibria, as discussed in Section
1.3.2, is strictly connected to the properties of the game’s representation. This in-
dicates that finding parsimonious representations of separable games is a crucial
problem.

The main results of this chapter concern the existence of a minimal separa-
ble representation for any game, which encodes only the essential dependencies
among players. This is relevant from a modelling perspective as it allows to focus
on those interactions that really affect the strategic behaviour of players. From a
computational perspective, the size of a game representation is a major issue and
we show that the separable representation does not provide significant improve-
ments over the normal form representation. For this purpose we introduce the
notion of strict separability, that solves this problem by providing a more compact
representation of games at the cost of including in the model some inessential
interactions among players.

4.1 existence of minimal representations

In Section 2.4.1 we defined the graph Gu of the game u as the minimal graph G

such that u is a G-game. It is less trivial to see that the concept of minimal FDH-
graph of a game is well defined, as we will show in this section.

First, notice the following general fact about the decomposition of functions.
Every function f : X → R is H-separable with respect to the trivial H-graph H =
(V, {V}) having a unique undirected hyperlink consisting of all nodes. Moreover,
given two H-graphs H1 and H2 such that H1 ⪯ H2, we have that if f is H1-
separable, then it is also H2-separable. In particular, a function f is H-separable

50



4.1 existence of minimal representations 51

if and only if it is H-separable, where we recall that H is the simple H-graph
associated to H.

Then, the following fundamental technical result holds true, which will be in-
strumental to our future derivations.

Lemma 4.1.1. Let a function f : X → R be both H1-separable and H2-separable for two
H-graphs H1 and H2. Then, f is also H-separable, where H = H1 ⊓H2.

Proof. Let Σf be the family of all H-graphs H such that f is H-separable and, for
i = 1, 2, let Hi = (V,Li) in Σf be an H-graph such that f is Hi-separable. We can
then write

f(x) =
∑
J∈L1

g
(1)
J (xJ) =

∑
K∈L2

g
(2)
K (xK) , ∀x ∈ X . (42)

Then, for every J in L1, we have that

g
(1)
J (xJ) =

∑
K∈L2

g
(2)
K (xK)−

∑
I∈L1\{J}

g
(1)
I (xI) , ∀x ∈ X . (43)

Now, observe that, since the lefthand side of (43) is independent from xV\J, so is
its righthand side. Therefore, we may rewrite (43) as

g
(1)
J (xJ) =

∑
K∈L2

h
(2)
K∩J(xK∩J)−

∑
I∈L1\{J}

h
(1)
I∩J(xI∩J) , ∀x ∈ X , (44)

where, for an arbitrarily chosen y in X,

h
(i)
K∩J(xK∩J) = g

(i)
K (xK∩J, yK\J) , ∀i = 1, 2 , ∀K ∈ L1 ∪L2 , ∀x ∈ X . (45)

It then follows from (42), (44) and (45) that

f(x) =
∑
J∈L1

∑
K∈L2

h
(2)
K∩J(xK∩J)−

∑
J∈L1

∑
I∈L1\{J}

h
(1)
I∩J(xI∩J) , ∀x ∈ X . (46)

Observe that (46) is not yet the desired separability decomposition because of
the presence of the second term in its righthand side. However, a suitable iterative
application of (46) allows us to prove the claim. To formally see this, it is conve-
nient to first introduce the following definition. Given a H-graph H = (V,L), let
the H-graphs ⊓kH = (V,L) be defined by

L = {J1 ∩ · · · ∩ Jk | Js ∈ L ∀s, Js ̸= Jt ∀s ̸= t} (47)

and notice that ⊓2(⊓kH) ⪯ ⊓k+1H. We can now interpret (46) as saying that

(H1 ⊓H2) ⊔ (⊓2H1) ∈ Σf . (48)
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We now prove by induction that, for every k ≥ 2,

(H1 ⊓H2) ⊔ (⊓kH1) ∈ Σf . (49)

Indeed, assume that (49) holds true for a certain k and let us prove it for k + 1.
Considering that (48) is true for any pair of H-graphs H1,H2 in Σf , if we apply it
replacing H1 with (H1 ⊓H2) ⊔ (⊓kH1), we obtain that

(((H1 ⊓H2) ⊔ (⊓kH1)) ⊓H2) ⊔ (⊓2((H1 ⊓H2) ⊔ (⊓kH1))) ∈ Σf . (50)

Notice now that
((H1 ⊓H2) ⊔ (⊓kH1)) ⊓H2 ⪯ H1 ⊓H2 , (51)

⊓2((H1 ⊓H2) ⊔ (⊓kH1)) ⪯ (H1 ⊓H2) ⊔ (⊓2(⊓kH1)) ⪯ (H1 ⊓H2) ⊔ (⊓k+1H1) .
(52)

Relations (50), (51), and (52) imply (49) for k + 1. Therefore, (49) holds true for
every value of k. Finally, notice that, for k > |L|, ⊓kH is the H-graph with an
empty set of hyperlinks. This proves that H1 ⊓H2 ∈ Σf .

Lemma 4.1.1 and the foregoing considerations motivate the following definition.

Definition 4.1.2. A H-graph H = (V,L) is a minimal H-graph for a function f : X →
R if H is simple, f is H-separable, and H ⪯ H̃ for every H-graph H̃ = (V, L̃) such that
f is H̃-separable.

We can now prove the following result.

Proposition 4.1.3. Every function f : X → R admits a unique minimal H-graph Hf .

Proof. Lemma 4.1.1 implies that f is H-separable, where H is the ⊓-intersection of
all H-graphs H̃ = (V, L̃) such that f is H̃-separable. Then, f is also H-separable.
Now, let Hf = H and notice that Hf ⪯ H ⪯ H̃ for every H-graph H̃ such that f is
H̃-separable. Since by construction Hf is simple, we have that Hf is the minimal
H-graph of f .

A game u can be F-separable with respect to different FDH-graphs F. In fact, if
a game is F1-separable for a given FDH-graph F1, it is also F2-separable for every
FDH-graph F2 such that F1 ⪯ F2. Hence, in particular, a game u is F-separable if
and only if it is F-separable.

A natural question, addressed below, is whether there exists a FDH-graph F that
captures the minimal structure of a game. Such minimality property is formalized
by the following definition.
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Definition 4.1.4. A FDH-graph F = (V,D) is a minimal FDH-graph of a game u in
U if F is simple, u is F-separable, and F ⪯ F̃ for every FDH-graph F̃ = (V, D̃) such that
u is F̃-separable.

The following result states that every game admits a minimal FDH-graph with
respect to which it is separable.

Theorem 4.1.5. Every game u in U admits a unique minimal FDH-graph Fu = (V,D).

Proof. Let u in U be a game that is separable with respect to two FDH-graphs
F1 = (V,D1) and F2 = (V,D2). For every player i in V, consider the corresponding
local H-graphs H1

i and H2
i as defined in (40). We have that the utility function

ui is Hs
i -separable for s = 1, 2 and, consequently, because of Lemma 4.1.1, also

H1
i ⊓H2

i -separable. Since, for i in V, H1
i ⊓H2

i are the local H-graphs associated
with the intersection F1 ⊓ F2, we deduce that u is F1 ⊓ F2-separable. Then, the
result follows arguing in the same way as in the proof of Proposition 4.1.3.

Theorem 4.1.5 guarantees existence of minimal separable representations for
games, but does not suggest a way to check for minimality of a given separable
representation or to obtain the minimal representation for a given game. This
topic will be addressed in a general setting in Chapter 8. Instead, the following
examples show how to perform these tasks for specific games.

Example 4.1.6 (Best-shot public good game cont.). Consider the best-shot public good
game u with respect to a graph G, as illustrated in Example 3.2.2. The minimal FDH-graph
for u is Fu = (V,Du) where

Du = {(i,Ni), i ∈ V} . (53)

To show this, take i ∈ V and suppose there exist two sets J,K ⊊ Ni and two functions
uJi : Ai ×XJ → R and uKi : Ai ×XK → R such that ui can be decomposed as

ui(x) = uJi (xi,xJ) + uKi (xi,xK). (54)

Equation (54) entails that J ∪K ⊃ Ni so that there exist two players j ∈ Ni \K and
k ∈ Ni \ J. Denote with δh ∈ X for h ∈ V the game configuration where all players’
actions are 0 except for player h, who plays 1. We obtain the following equations

0 = ui(0) = uJi (0) + uKi (0)

1 = ui(δk) = uJi (0) + uKi (δk)

1 = ui(δj) = uJi (δj) + uKi (0)

1 = ui(δj + δk) = uJi (δj) + uKi (δk).
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Since these equations are incompatible it follows that (54) cannot hold when both J and K

are strict subsets of Ni. As a result, the decomposition (53) is indeed minimal.

Example 4.1.7 (Two-level coordination game). We consider the following variation of
the network coordination game presented in Example 2.4.8. We fix a set of players V and
the same action set for all players: A = Ai = {0, 1} for all i in V. For every pair of players
i, j, we consider functions uij : A2 → R defined as the pairwise utility function ζ of the
network coordination game (35). We now consider an undirected graph G = (V,E) and,
for every i in V, functions ũi : XN•

i
→ R given by

ũi(x) =

{
L if xi = xk for all k ∈ Ni

0 otherwise,

where L > 0. We finally define the utility of player i as:

ui(x) =
∑
j ̸=i

uij(xi,xj) + ũi(xN•
i
)

The interpretation is the following: each player has a benefit that is in part linearly propor-
tional to the number of individuals playing the same action and, additionally, they receive
an extra value L if the agent’s action is in complete agreement with their neighbors’. This
type of utility function models, for example, the situation where players’ actions represent
the acquisition of a new technology and the benefit to a player comes from two channels:
the range of diffusion of the technology in the whole population and the opportunity to use
such technology with their strict collaborators. If we consider the FDH-graph F = (V,D)
where

D = {(i, {j}) , j ̸= i} ∪ {(i,Ni), i ∈ V}
we have that the game u is F-separable. However, notice that this is not the minimal
FDH-graph for u as the minimal one is Fu = (V,Du) = F where

Du = {(i, {j}) , j ̸∈ N•
i } ∪ {(i,Ni), i ∈ V} .

The minimal separability and graphicality properties of a game are connected.
More specifically, the relation between the minimal FDH-graph Fu of a game u

and its minimal graph Gu is clarified in the following result.

Corollary 4.1.8. For every game u in U, the minimal graph Gu and the minimal FDH-
graph Fu are related by Gu = GFu .

Proof. We know from Remark 3.1.3 that u is a FGu-separable GFu-game. From this
and the relations (12) we have that

Gu ⊆ GFu , Fu ⪯ FGu ⇒ GFu ⊆ G(F
Gu) = Gu .

This concludes the proof.
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4.2 strict separability

To study the properties of strategic equivalent games we need to give a more ex-
pressive definition of separability that is able to distinguish games in the same
strategic equivalence class. This can be done based on the separability of the
games’ utility functions as follows.

Let u be a game and assume that for each i ∈ V the utility function ui can be
decomposed according to an hypergraph Hi = (V,Li) as

ui(x) =
∑
J∈Li

uJi (xJ). (55)

Then, as previously observed, the separability of the utilities ui corresponds to
u being separable on the FDH-graph F = (V,D) such that

D = {(i, J \ {i})|i ∈ V, J ∈ Li}

Notice that, in contrast with (40), here we do not require i to be contained in all
J ∈ Li. Separability of games can then be equivalently defined as follows.

Definition 4.2.1. A game u in U is separable on a FDH-graph F = (V,D), if there
exist H-graphs Hi = (V,Li) for each i ∈ V such that ui is Hi-separable and

D = {(i, J \ {i})|i ∈ V, J ∈ Li, i ∈ J} (56)

Similarly, we can give the following definition.

Definition 4.2.2 (Strict separability). A game u in U is strictly separable on a FDH-
graph F = (V,D), if there exist H-graphs Hi = (V,Li) for each i ∈ V such that ui is
Hi-separable and

D = {(i, J \ {i})|i ∈ V, J ∈ Li} (57)

Strict separability of a game u on F implies that the utility of each player i in V

can be decomposed as
ui(x) =

∑
(i,J)∈D

uJi (xi,xJ) , (58)

where uJi : Ai ×XJ → R are functions that depend on the actions of player i and
of players in the subset J of head nodes of hyperlink (i, J) only.

Remark 4.2.3. The proposed notion of strictly separable game is equivalent to that of
graphical multi-hypermatrix game [77]. Referring to the terminology of [77, Definition 1],
given a strictly F-separable game u, the corresponding graphical multi-hypermatrix game
has local cliques Ci = {{i} ∪ J, (i, J) ∈ D} and local-clique payoff matrices M ′

i,C(xC) =

u
C\{i}
i (xC) for i ∈ V and C ∈ Ci.
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(a) Strict graph of
the normalized
potential game
in Example
4.2.5.

(b) Strict graph of
the game in Ex-
ample 4.2.6.

(c) Strict graph
of normalized
version of
the game in
Example 4.2.6.

Figure 11: Strict graphs of the games for Examples 4.2.5–4.2.6

From the notion of strict separability we can derive a corresponding notion of
strict graphicality.

Definition 4.2.4 (Strict graphicality). A game u ∈ U is strictly G-graphical if it is
strictly FG-separable.

As for strict separability, strict graphicality of a game u allows to characterize
the utility of each player i in V as

ui(x) = vi(xi,xNi
), (59)

where vi : Ai ×XNi
→ R is a function that depends on the action of player i and

of players in the subset Ni only and where, in contrast with (33), no non-strategic
terms appear.

Again, if a game u is strictly graphical with respect to two graphs G1 = (V,E1)
and G2 = (V,E2), it is also strictly graphical with respect to their intersection
G1 ⊓ G2. Since every game is trivially strictly graphical on the complete graph on
V, we can conclude that to each game u in U one can always associate the smallest
graph on which u is strictly graphical. We shall refer to such graph as the minimal
strict graph of the game u and denote it as Gstrict

u .
The following examples illustrate how both undirected and directed graphs can

naturally arise as the strict graphs of games. They also show how strict minimal
graphs of two strategically equivalent games can be quite different.

Example 4.2.5. Consider the normalized potential game of Example 2.4.4 with utility
functions

u1(x) = x1x2 , u2(x) = x2(x1 − x3) , u3(x) = −x3x2 . (60)

For this game Gstrict
u is an undirected graph with link set E = {(1, 2), (2, 1), (2, 3), (3, 2)}

(see Figure 11a).



4.2 strict separability 57

Figure 12: Representation of minimal strict-graphs for four strategically equivalent games
with 7 players. On the left: a complete graph. On the right: the minimal strict-
graph of the class.

Example 4.2.6. Consider the game u of Example 2.4.15. In this case Gstrict
u is the complete

graph of order 3, i.e., it has link set E = {(1, 2), (1, 3), (2, 1), (2, 3), (3, 1), (3, 2)}, as
displayed in Figure 11b. The normalized version u of u with utilities (37) has minimal
graph Gstrict

u with link set E = {(1, 2), (1, 3), (2, 1), (2, 3)}, as displayed in Figure 11c.
Notice that, albeit the normalized game u is strategically equivalent to u, in this case
Gstrict
u ⊊ Gstrict

u is a strict subgraph.

As illustrated by Example 4.2.6, two strategically equivalent games u and ũ

might have quite different strict graphs Gstrict
u and Gstrict

ũ . Indeed, it is easy to see
that every game u admits a strategically equivalent game ũ such that Gstrict

ũ is the
complete graph (see also Figure 12).

It is not obvious whether a strategical equivalence class [u] always contains a
game whose strict graph is minimal and whose strict FDH-graph is the finest in
the class. This property turns out to hold true, as a consequence of the following
result.

Theorem 4.2.7. Let u be an F-separable game. Then its normalized version u is strictly F-
separable. Moreover, denoting by Fu the minimal FDH-graph such that u is Fu-separable,
ū is minimally strictly separable on Fu.

Proof. Let the F-separable game u have utilities satisfying (38). Then, for (i, J) in
D, the quantity

nJi (xJ) =
1

|Ai|
∑
yi∈Ai

uJi (yi,xJ)

depends only on the actions of players in J. Then, define a new game u∗ with
utilities

u∗i (x) =
∑

(i,J)∈D

u∗Ji (xi,xJ) , u∗Ji (xi,xJ) = uJi (xi,xJ)− nJi (xJ) , (61)

for every player i in V and strategy profile x in X.
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Notice that, by definition, u∗ is strictly F-separable. Moreover, since the terms
nJi (xJ) do not depend on the action xi of player i, the game u∗ defined by (61) is
strategically equivalent to u. For any xJ ∈ XJ it holds that∑

yi∈Ai

u∗Ji (yi,xJ) =
∑
yi∈Ai

(
uJi (yi,xJ)− nJi (xJ)

)

=

∑
yi∈Ai

uJi (yi,xJ)

− |Ai|nJi (xJ) = 0 .

Then, by linearity, u∗ is normalized. But since there exists just one normalized
game u in the strategic equivalence class [u], this shows that u∗ = u. Finally,
assume that F is minimal for u, i.e. F = Fu. To show that F is the minimal strict
FDH-graph for ū, we call F̃ = (V, D̃) the minimal strict FDH-graph of ū and we
show that F ⪯ F̃. Recall that since u is strategically equivalent to ū we have

ui(x) = vi(x−i) + ūi(x)

= vi(x−i) +
∑

(i,J)∈D̃

ūi,J(xi,xJ̃)

for some function vi depending only on x−i. The last shows that u is F̃-separable.
Since by assumption F is the minimal FDH-graph for u, we have that F ⪯ F̃.

4.3 representation complexity

The two notions of separability of games given in Definition 3.1.1 and 4.2.2 have
different and complementary purposes. In a modelling setting, separability (Def-
inition 3.1.1) is more appropriate as it does not include non-strategic dependen-
cies. As such, two players are involved in an hyperlink only if the actions of one
affects the strategic behaviour of the other. As a consequence, the only dependen-
cies that are explicitly represented are those that are common to all member of
the strategic equivalence class of the game. In contrast, strict separability (Defini-
tion 4.2.2) might differ among member games of a common strategic equivalence
class, which makes it less suitable from a modelling perspective. However, this
representation is justified in a computational context. Indeed, separability of a
game does not allow to bound its representation size, as the representation of the
non-strategic part of the game, (ni)i∈V in (38), has by itself size comparable with
the normal form representation of the game, i.e. O(nan) when |Ai| ≤ a, ∀i ∈ V

and |V| = n. On the other hand, any strictly separable game over F = (V,D) can
be represented with size O(|D|aj) whenever |J| ≤ j ∀(i, J) ∈ D, which might be
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much smaller than the normal form representation. For the most part of this work,
the focus is on structural properties of games which are better described in terms
of their separable representation. However, when describing algorithms operating
on separable games we will assume that the input is encoded in strict separable
representation in order to evaluate the algorithms efficiency. Notice that these dif-
ferences collapse when dealing with normalized games, for which separable and
strict-separable representations coincide.



5
P R O J E C T I O N S O N T O S E PA R A B L E G A M E S

In the space U ≃ RV×X of all games with set of players V and strategy profile
space X, we consider the classical (Euclidean) inner product

⟨u, v⟩U =
∑
i∈V

⟨ui, vi⟩RX =
∑
i∈V

∑
x∈X

ui(x)vi(x). (62)

This metrization turns out to be useful in the representation of separable games
as well as in addressing the basic problem of measuring how far a given game u is
from being separable with respect to a given FDH-graph and the related problem
of computing the best (closest) approximation of it with some desired separability
property. As separable games with respect to a given FDH-graph F = (V,D) form
a linear subspace UF of U, a basic point is to compute the orthogonal projection
of a game u onto UF. The main contribution of this chapter is an explicit formula
for this. We notice that such approximation issues raise naturally in a number of
contexts, for instance when a game, that is known to be separable with respect to
a certain hypergraph structure, is learned from noisy data or when, instead, we
want to enforce separability as an approximate modelling assumption.

5.1 explicit computation of projections

We start by introducing some technical definitions. Given J ⊆ V, we use the nota-
tion RX

J and ΠJ for, respectively, the subspace of functions in RX that only depend
on the variables in J and the corresponding orthogonal projection. For an H-graph
H = (V,L), we let RX

H to be the linear subspace of H-separable functions. We de-
note by ΠH the orthogonal projector onto RX

H with respect to the inner product
<,>RX . Finally, let F = (V,D) be an FDH-graph. We denote with UF the linear
subspace of U such that

UF = {u ∈ U : u is F-separable} .

Also, we define the orthogonal projection operator ΠF = U −→ UF such that any
game u ∈ U can be uniquely decomposed as

u = uF + uF⊥ (63)

where uF = ΠFu ∈ UF and uF⊥ = (I − ΠF)u ∈ (UF)
⊥.

60
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We are interested in characterizing ΠF and in providing a practical way to
compute the projection ΠFu.

We can now state the main result of this section, Theorem 5.1.1, which shows
that the projection operates separately on each player and gives an explicit expres-
sion for its player-wise action.

Theorem 5.1.1. For any game u and FDH-graph F = (V,D) the orthogonal projection
ΠF : U −→ UF can be computed player-wise as follows

(uF)i(x) =
∑
S⊂Li
S ̸=∅

(−1)|S|+1 1

|XV\∩S|
∑

y∈XV\∩S

ui(x∩S, y), (64)

where we denoted ∩S = ∩J∈SJ and Li is the set of hyperlinks of the local H-graph Hi

defined in (40).

Proof. For any set of players J ∈ V we define the H-graph HJ = (V,LJ),LJ = {J}
and the linear operator ΠJ : RX −→ RX

J whose action, for all f ∈ RX and x ∈ X, is
given by

fJ(x) = (ΠJf)(x) =
1

|XV\J|
∑

yV\J∈XV\J

f(xJ, yV\J). (65)

In words, ΠJ projects any function f ∈ RX to a function fJ that is separable on
the H-graph HJ containing a single hyperlink J. We start by proving that ΠJ is
an orthogonal projection. Clearly fJ ∈ RX

J since, by taking the average in (65) over
the actions of players in V \ J, the result depends only on the actions of players in
J, which is the only hyperlink in HJ. Moreover, it holds that f − fJ ∈ (RX

J )
⊥ since

for each g ∈ RX
J we have

⟨fJ, g⟩ =
∑
x∈X

fJ(x)g(x)

=
∑
x∈X

1

|XV\J|
∑

yV\J∈XV\J

f(xJ, yV\J)g(x)

=
1

|XV\J|
∑
x∈X

∑
yV\J∈XV\J

f(xJ, yV\J)g(xJ, yV\J)

=
∑

xJ∈XJ

∑
yV\J∈XV\J

f(xJ, yV\J)g(xJ, yV\J)
∑

xV\J∈XV\J

1

|XV\J|

=
∑

xJ∈XJ

∑
yV\J∈XV\J

f(xJ, yV\J)g(xJ, yV\J)

= ⟨f , g⟩,



5.1 explicit computation of projections 62

so that ⟨f − fJ, g⟩ = 0.
Based on ΠJ, the projection ΠH : RX −→ RX

H onto the space of functions RX
H

that are separable with respect to an H-graph H = (V,L) (with possibly multiple
hyperlinks) can be computed by means of a mechanism of inclusion-exclusion:

fH = ΠHf =
∑
S⊂L

S ̸=∅

(−1)|S|+1Π∩Sf . (66)

The previous formula, which is derived in Appendix 5.3, is a general fact on the or-
thogonal projection on a sum of subspaces (possibly with a non null intersection)
and only depends on the fact that the individual projectors commute. It finally
follows that for all i ∈ V, (ΠF)i is an orthogonal projection onto RX

Hi
so that it can

be expressed as

(ΠFu)i = ΠHi
ui =

∑
S⊂Li
S ̸=∅

(−1)|S|+1Π∩Sui.

The analysis performed in the general setting of separable games can be spe-
cialized to the case of graphical games, thus deriving a corollary of Theorem 5.1.1.
Corollary 5.1.2 is interesting on its own, as graphical games form a relevant sub-
family of separable games, but it is also interesting in that its very simple and
intuitive formulation helps clarifying the meaning of Theorem 5.1.1.

For a graph G = (V,E), we consider the linear subspace of graphical games on
G, denoted by UG, and, for any game u with player set V, its orthogonal projection
on UG, which we denote by uG. We can write

u = ΠGu+ (I − ΠG)u = uG + uG⊥ (67)

where ΠG denotes the projection operator on UG, uG ∈ UG and uG⊥ ∈ U⊥
G .

If G is a graph over V, we have observed (see Remark 3.1.3) that a game u

is graphical with respect to G if and only if it is FG-separable (see (10)). In this
particular case the local H-graphs Hi only contain two hyperlinks, namely the
closed neighbourhood N•

i and V \ {i}. Consequently, the orthogonal projection uG
of a game u takes a simpler form that we explicitly characterize in the following
result.
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Corollary 5.1.2. For any game u ∈ U and graph G, the orthogonal projection ΠG : U →
UG can be computed player-wise as follows

(uG)i(x) =
(

ΠN•
i
ui

)
(x) =

1

|XV\N•
i
|
∑

y∈XV\N•
i

ui(xN•
i
, y)

+
1

|Xi|
∑
y∈Xi

ui(y,x−i)

− 1

|XV\Ni
|
∑

y∈XV\Ni

ui(xNi
, y), ∀x ∈ X . (68)

where Ni and N•
i denote the open and closed out-neighbourhoods of player i in G. Moreover,

if u is normalized, then

(uG)i(x) =
(

ΠN•
i
ui

)
(x) =

1

|XV\N•
i
|
∑

y∈XV\N•
i

ui(xN•
i
, y) . (69)

Corollary 5.1.2 shows that the projection (69) of a normalized game u on a graph
G has a pretty intuitive interpretation: the utility (uG)i of player i ∈ V in a config-
uration x ∈ X is just the average of all utility values of ui over configurations that
coincide with x over the neighborhood of player i in G. The extra terms appearing
in (68) only account for the possible presence of a non-strategic component in the
more general case.

Remark 5.1.3. Corollary 5.1.2 opens an interesting connection to the problem of learning
graphical game models. In [41] the authors formulate an optimization problem to learn
the graphical structure of a game from observation of the game’s configurations and the
corresponding utility outcomes. More precisely, they define a loss function that measures
to what extent a graph structure is able to justify the game’s observations and propose
both exact and heuristic methods to solve the loss minimization problem, focusing on the
performance of the proposed algorithms. In view of our results we can fit [41] into a formal
framework. Indeed, it follows from Corollary 5.1.2 that if the set of game’s observations is
complete, the loss function proposed in [41] corresponds to the distance of the game from
its orthogonal projection on a space of strict graphical games. The optimization problem
then corresponds to finding the graph for which the projection is closest to the original
game.

5.2 approximate nash equilibria

In this section we present an application of the previous results that shows how
the projection of a game on a space of separable games may be useful in the anal-
ysis of approximate Nash equilibria of the original game. Indeed, the projection
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ΠFu represents the closest game to u that is separable with respect to the FDH-
graph F. We can then adapt [31, Theorem 6.3] to relate the approximate equilibria
of a game to the equilibria of the closest separable game with a given FDH-graph
structure.

Proposition 5.2.1. Let u be a game with player set V, F = (V,D) be a FDH-graph and
define

α := ∥u− ΠFu∥U =
√

⟨u− ΠFu,u− ΠFu⟩U.

Then every ϵ1 equilibrium of ΠFu is an ϵ2 equilibrium of u for

ϵ2 ≤ 2α+ ϵ1.

Despite its simplicity, Proposition 5.2.1 allows for some interesting applications.
Suppose, for example, that the structure of interactions among players of a game
of interest is very dense, meaning that every player is influenced by the actions
of a large number of players. This is often the case when the game is the result
of modeling a large, complex system. In this context, one can only derive a small
computational advantage from the hypergraphical structure in the study of the
relevant properties of the game. This happens because even the minimal FDH-
graph of a game captures all dependencies among players, independently of their
strength, giving a complete description of the interactions in the game, which may
be too rich and detailed depending on the context.

Nevertheless, players of a game u are often known to interact over a network
system, such as a communication infrastructure, which can be observed and mod-
elled as an FDH-graph F and represents with good approximation the main de-
pendencies among players. In such cases, the projection ΠFu captures the core
structure of the game and, for each player, the main component of their utility
function, while the orthogonal component (I − ΠF)u collects the effect of minor
interactions among players. The hypergraph structure of the projection ΠFu can
be exploited to efficiently compute some properties of interest of the projected
game [85, 77, 80], such as Nash equilibria, which can then be translated to the
original game u thanks to Proposition 5.2.1.

We point out two main differences between the proposed decomposition (63)
and other games’ decompositions, like the potential-harmonic decomposition of
[31] that has been discussed in Section 2.4.3. First, by Theorem 5.1.1 the projection
of a game onto the space of separable games with a specified FDH-graph struc-
ture has an explicit characterization and can be computed efficiently. Second, the
proposed framework allows to incorporate into the hypergraph F all the available
knowledge about the system that is modelled by the game, thus obtaining an ap-
proximation that can be improved when new information is collected. The more
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F is representative of the actual game structure, the more the projection ΠFu will
be closer to the original game u, strengthening the result of Theorem 5.1.1.

Notice that the presence of extra dependencies in F with respect to Fu is not
penalized by Proposition 5.2.1, as any hypergraph F ⪰ Fu will give the same accu-
racy on approximate Nash equilibria of u. However, there is a tradeoff on the size
of the hypergraph F, as superfluous hyperlinks will undermine the computational
efficiency of computing Nash equilibria of uF.

These considerations are formalized by the following proposition for the case
of pairwise separable games.

Proposition 5.2.2. Let u be a pairwise separable game (34) and let uG be its projection on
a given graph G.

1. the distance ∥u− uG∥ only depends on the pairwise utilities uij over links (i, j) of
Gu that are not part of G.

2. if uij = uhk for all links (i, j), (h, k) ∈ Eu of Gu, then

∥u− uG∥2 ∝ |{(i, j) ∈ Eu \ E}|.

Proof. 1. Consider a pairwise separable game u on a graph Gu and let uG be its
projection on a given graph G. To prove the first statement we show that

∥u− uG∥2 =
∑

(i,j)∈Eu\E

dist(uij ,RX
{i})

2

where the distance dist(uij ,RX
{i}) of uij from the space of functions that only

depend on the action of player i can be computed as

dist(uij ,RX
{i})

2 = |XV\{i,j}|
∑
xi∈Ai

∑
xjAj

uij(xi,xj)−
1

|Aj |
∑
yj∈Aj

uij(xi, yj)

2

.

The utility of any player i ∈ V in uG can be expressed as

(uG)i(x) =
1

XV\N•
i (G)

∑
y∈XV\N•

i
(G)

ui(xN•
i (G)

, y)

=
1

XV\N•
i (G)

∑
y∈XV\N•

i
(G)

 ∑
j∈Ni(Gu)∩Ni(G)

uij(xi,xj) +
∑

j∈Ni(Gu)\Ni(G)

uij(xi, yj)


=

∑
j∈Ni(Gu)∩Ni(G)

uij(xi,xj)︸ ︷︷ ︸
(i)

+
1

XV\N•
i (G)

∑
y∈XV\N•

i
(G)

∑
j∈Ni(Gu)\Ni(G)

uij(xi, yj)

︸ ︷︷ ︸
(ii)

,
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where the second term only depends on xi. As a consequence, we can write

(u− uG)i(x) =
∑

j∈Ni(Gu)

uij(xi,xj)− (i)− (ii)

=
∑

j∈Ni(Gu)∩Ni(G)

uij(xi,xj)− (i) +
∑

j∈Ni(Gu)\Ni(G)

uij(xi,xj)− (ii)

=
∑

j∈Ni(Gu)\Ni(G)

uij(xi,xj)−
1

XV\N•
i (G)

∑
y∈XV\N•

i
(G)

∑
j∈Ni(Gu)\Ni(G)

uij(xi, yj)

=
∑

j∈Ni(Gu)\Ni(G)

uij(xi,xj)−
1

|Aj |
∑
yj∈Aj

uij(xi, yj)


=

∑
j∈Ni(Gu)\Ni(G)

ũij(xi,xj)

where ũij(xi,xj) is such that
∑

xj∈Aj
ũij(xi,xj) = 0. Formally, this means

that ũij ∈ RX
{i,j} ∩ (RX

{i})
⊥. Moreover, for all j ̸= k ∈ Ni(Gu) \ Ni(G), the

spaces RX
{i,j} ∩ (RX

{i})
⊥ and RX

{i,k} ∩ (RX
{i})

⊥ are orthogonal, as

⟨ũij , ũik⟩ =
∑
x∈X

ũij(xi,xj)ũik(xi,xk)

= |XV\{i,j,k}|
∑
xi∈Ai

∑
xj∈Aj

ũij(xi,xj)
∑

xk∈Ak

ũik(xi,xk)︸ ︷︷ ︸
=0

= 0.

Exploiting this orthogonality property, we can show that

∥ui − (uG)i∥2 = ∥
∑

j∈Ni(Gu)\Ni(G)

ũij∥2

=
∑

j∈Ni(Gu)\Ni(G)

∥ũij∥2,

=
∑

j∈Ni(Gu)\Ni(G)

|XV\{i,j}|
∑
xi∈Ai

∑
xj∈Aj

|ũij(xi,xj)|2.

This shows that ∥u − uG∥2 only depends on the pairwise utilities uij over
links (i, j) of Gu that are not part of G and that it decomposes linearly on
links, so that it can be computed link by link. More precisely, each link
(i, j) ∈ Eu \ E contributes to ∥u− uG∥2 with a quantity

∥ũij∥2 = |XV\{i,j}|
∑
xi∈Ai

∑
xjAj

uij(xi,xj)−
1

|Aj |
∑
yj∈Aj

uij(xi, yj)

2

.
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Notice that ∥ũij∥ is the distance of uij from the space of functions that only
depend on the action of player i, i.e.,∥ũij∥ = ∥uij −Π{i}uij∥ = dist(uij ,RX

{i}).
This fact implies that we can express

∥u− uG∥2 = dist(u,UG)
2 =

∑
(i,j)∈Eu\E

dist(uij ,RX
{i})

2.

2. In the case when uij = uhk for all links (i, j), (h, k) of Gu the distance
dist(uij ,RX

i )
2 is independent on i, j. By denoting such distance with a con-

stant C ≥ 0, we see that ∥u− uG∥2 = C|{(i, j) ∈ Eu \ E}|, which shows that
the distance between u and its graphical projection uG decreases with the
number of links of Gu that are not in G.

5.3 appendix : sum of projectors

We start with a general fact of linear algebra. Let V be a vector space equipped
with a scalar product <,>. Given a subspace H of V , we denote by ΠH : V → V

the orthogonal projector onto H . Two subspaces H,K of V are called perpendicular
if ΠHΠK = ΠKΠH .

Lemma 5.3.1. Let F be a family of subspaces of V that are pairwise perpendicular. Given
S ⊆ F, we denote by

∑
S and by ∩S, respectively the sum and the intersection of the

subspaces in S. Then,

Π∩F =
∏
H∈F

ΠH , Π∑
F =

∑
S⊂F

S ̸=∅

(−1)|S|+1Π∩S (70)

Proof. We first prove that if H and K are two perpendicular subspaces, then
ΠHΠK = ΠH∩K . Indeed notice that T = ΠHΠK is an orthogonal projector as

T 2 = ΠHΠKΠHΠK = ΠHΠHΠKΠK = T , T ∗ = Π∗
KΠ∗

H = ΠKΠH = ΠHΠK = T

Since T (V ) ⊆ H ∩K and T|H∩K coincides with the identity, we conclude that
T = ΠH∩K . A direct inductive argument now proves the first relation in (70).
Concerning the second, first notice that

F⊥ = {H⊥ | H ∈ F}

is a family of pairwise perpendicular subspaces as the corresponding orthogonal
projectors are ΠH⊥ = I − ΠH . Using standard orthogonality properties and the
first relation in (70), we can now compute as follows

Π∑
F = I − Π∩F⊥ = I −

∏
H∈F

ΠH⊥ = I −
∏
H∈F

(I − ΠH)
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from which the second relation in (70) directly follows.

Proof of Formula (66). We prove that the family of subspaces {RX
J | J ∈ L} is a

perpendicular family. Indeed, taken J1, J2 ⊆ V the composed application ΠJ1ΠJ2

can be described as follows. We imagine configuration vectors split into four parts,
corresponding to the four subsets of labels: J1 ∩ J2, J̄1 = J1 \ J1 ∩ J2, J̄2 = J2 \ J1 ∩
J2, and (J1 ∪ J2)c and we represent

ΠJ1ΠJ2f(x) =
|X(J1∪J2)c |
|XJc1

||XJc2
|
∑

y1∈XJ̄1

∑
y2∈XJ̄2

∑
z∈X(J1∪J2)

c

f(xJ1∩J2 , y1, y2, z)

The form of the right hand side implies that ΠJ1ΠJ2 = ΠJ2ΠJ1 .
Since, by definition, RX

H =
∑
J∈L

RX
J , formula (66) is a direct consequence of

Lemma 5.3.1.
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C O R R E L AT E D E Q U I L I B R I A O F S E PA R A B L E G A M E S

In this chapter we investigate the structure of correlated equilibria in separable
games, following the lines traced by [58] for graphical games, and we obtain both
representational and computational results

As proved in [58], any correlated equilibrium P of a graphical game on a graph
G = (V,E) can be represented as a local Markov network on G up to neighborhood
equivalence, meaning that there exists a distribution Q, with the same marginals
as P over the neighborhoods of G, that is still a CE for the game and is a local
Markov network on G, i.e., it can be factorized over the neighborhoods N•

i of the
game’s graph G as Q(x) = 1

Z

(
Πi∈Vφi(xN•

i
)
)

where the functions φi : XN•
i
→

[0,∞) are called local potentials and Z =
∑

x∈X
∏

i∈V φi(xN•
i
) is a normalization

factor. The authors employ this representational results to derive a polynomial
time algorithm for computing correlated equilibria of graphical games, provided
that the graph of the game is a tree. We underline that the polynomial complexity
of the algorithm is measured with respect to the strict graphical representation
of the input game, which is of size O(n2d) in case of binary games, where n is
the number of players and d is the largest degree of the underlying graph. While
this result improves on algorithms for normal form games, it is not satisfactory for
games that allow for an even more compact representation, such as strict separable
games. For example, strict pairwise separable games over a star graph can be
represented with size O(n), while the corresponding graphical representation has
size O(2n), which is exponentially larger and comparable to the normal form size,
which is O(n2n).

In this section we elaborate on these ideas and we show how these results can
be extended to the setting of separable games. We then discuss the computational
and descriptive advantages that result from the separable representation of games.

As shown in Proposition 2.4.3, correlated equilibria are preserved by strategic
equivalence. For this reason, in this section we focus on normalized games. As dis-
cussed in Section 4.3, this assumption ensures that the separable representation
of the games under analysis is compact and the complexity analysis of the pre-
sented algorithms is meaningful. The results we propose are applicable to a class
of separable games associated to decomposable hypergraphs. We first present the
theory in this general setting and we then focus on a relevant special case, that of
pairwise separable games on trees.

69
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6.1 representation of correlated equilibria

The special structure of separable games allows to reformulate the CE condition
(21) locally with respect to the game’s underlying hypergraph.

Proposition 6.1.1. Let u be a separable game over F = (V,D). A joint distribution
P ∈ ∆(X) is a correlated equilibrium for u if and only if the following linear constraints
are satisfied: ∀i ∈ V, ∀a, b ∈ Ai∑

(i,J)∈D

∑
xJ∈XJ

uJi (a,xJ)P (a,xJ) ≥
∑

(i,J)∈D

∑
xJ∈XJ

uJi (b,xJ)P (a,xJ). (71)

Proof. The fact that P ∈ CE(u) is equivalent to each of the following inequalities,
valid for all i ∈ V and a, b ∈ Ai:∑

(i,J)∈D

∑
x∈X

uJi (a,xJ)P (x|xi = a)

≥
∑

(i,J)∈D

∑
x∈X

uJi (b,xJ)P (x|xi = a)

⇔
∑

(i,J)∈D

∑
xi,xJ∈Xi×XJ

uJi (a,xJ)P (xi,xJ|xi = a)

≥
∑

(i,J)∈D

∑
xi,xJ∈Xi×XJ

uJi (b,xJ)P (xi,xJ|xi = a)

⇔
∑

(i,J)∈D

∑
xJ∈XJ

uJi (a,xJ)P (a,xJ)

≥
∑

(i,J)∈D

∑
xJ∈XJ

uJi (b,xJ)P (a,xJ).

The previous result shows that the fact that a joint distribution P ∈ ∆(X) satis-
fies the CE condition for a F-separable game depends only on its marginals over
the hyperlinks of HF. It is then natural to define the following equivalence no-
tion over ∆(X), that does not distinguish among distributions whose hyperlink
marginals coincide.

Definition 6.1.2 (Hyperlink equivalence). For a H-graph H = (V,L), two distribu-
tions P and Q in ∆(X) are hyperlink equivalent, denoted P ≡H Q, if

∀J ∈ L,∀x ∈ X, P (xJ) = Q(xJ) (72)
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As a consequence of Proposition 6.1.1, hyperlink equivalence ≡HF preserves
correlated equilibria of F-separable games. In each class of hyperlink equivalent
CE, a special role is played by those which can be factorized over hyperlinks.
Formally,

Definition 6.1.3. A distribution P ∈ ∆(X) factorizes over an hypergraph H = (V,L) if
it can be expressed as

P (x) =
∏
J∈L

φJ(xJ).

Factorizable CE are particularly interesting for three main reasons.
First, by a maximum entropy argument it can be shown that, for any F-separable

game u, every hyperlink equivalence class of CE(u) has a member, factorizable
over HF, that is its maximum entropy element, i.e., the one that makes the fewest
assumptions about the system [21, 56, 78]. This is a consequence of the following
Lemma, whose proof, inspired by [78], can be found at the end of this section.

Lemma 6.1.4. For all H-graphs H = (V,L) and for all distributions P over X, there
exists a distribution Q ≡H P that can be factorized over H.

In other words, as a consequence of Lemma 6.1.4, up to hyperlink equivalence
any correlated equilibria of an F-separable game can be factorized over HF. By the
same token, factorizable distributions satisfy the highest number of conditional
independency statements between players’ actions, i.e., they don’t assume any
further correlation among players than those following directly from the hyperlink
marginal distributions common to all class members.

Moreover, given a correlated equilibrium P ∈ CE(u), constructing a factorizable
hyperlink equivalent equilbrium Q ≡HF P can be done efficiently whenever HF

is decomposable. Under this assumption, the factorizable member of the class is
unique, showing that it is a natural representative for the entire class.

More generally, one can build a factorizable correlated equilibrium starting from
any family of distributions over hyperlinks, provided they are consistent in the
sense of Definition 2.3.9.

All these facts are consequences of the following result.

Theorem 6.1.5. Consider an F-separable game u, assume that the hypergraph HF =
(V,L) is decomposable and let {PJ ∈ ∆(XJ)}J∈L be any family of consistent local dis-
tributions, i.e., such that ∀J,K ∈ L, PJ(xJ∩K) = PK(xJ∩K), which satisfy the local CE
condition (71). Then, there exists a unique joint distribution Q, defined by

Q(x) =

∏
J∈L PJ(xJ)∏

T∈S PT(xT)ν(T)
(73)
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where S are the separators of HF, that factorizes over HF and has the family as its hyper-
link marginals, i.e., Q(xJ) = PJ(xJ) for all J ∈ L.

Proof. This is a direct consequence of Lemma 2.3.10

Finally, given any objective function over the CE of an F-separable game that
only depends on their marginal distributions over hyperlinks of HF, a maximizer
can always be taken to be factorizable over HF. The assumption for the objective
function to depend only on hyperlink marginals is indeed quite natural when
dealing with normalized separable games, as for example the expected payoff of
players has this property. Indeed, as shown in Theorem 4.2.7, F-separability of
a normalized game u implies that for any player i ∈ V, ui admits the following
decomposition

ui(x) =
∑

(i,J)∈D

ui,J(xi,xJ), ∀i ∈ V,∀x ∈ X, (74)

where no non-strategic terms appear. It then follows that the expected payoff with
respect to any distribution P ∈ ∆(X) can be expressed as

Ex∼P [ui(x)] = Ex∼P

 ∑
(i,J)∈D

ui,J(xi,xJ)


=

∑
(i,J)∈D

Ex∼P [ui,J(xi,xJ)]

=
∑

(i,J)∈D

∑
x∈X

ui,J(xi,xJ)P (x)

=
∑

(i,J)∈D

∑
xi,xJ∈Xi×XJ

ui,J(xi,xJ)P (x{i}∪J),

which shows it is linear in the hyperlink marginals, since {i} ∪ J is an hyperlink
of HF. In the case of linear objective function we present an efficient algorithm to
retrieve such maximiser under the assumption that HF is decomposable.

To obtain such efficient algorithm, we adapt the construction of [58]: for a given
normalized separable game u over F = (V,D), we denote HF = (V,L) and we
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define a set of linear constraints over the variables PJ(xJ) ≥ 0 for J ∈ L and
xJ ∈ XJ

∀i ∈ V,∀a, b ∈ Ai,∑
(i,J)∈D

∑
xJ∈XJ

uJi (a,xJ)P{i}∪J(a,xJ) ≥
∑

(i,J)∈D

∑
xJ∈XJ

uJi (b,xJ)P{i}∪J(a,xJ)

∀J,K ∈ L,PJ(xJ∩K) = PK(xJ∩K),

∀J ∈ L,
∑

xJ∈XJ

PJ(xJ) = 1.

(75)

By Proposition 6.1.1, this set of constraints is necessary for the existence of a
correlated equilibrium P ∈ CE(u) such that ∀J ∈ L and ∀xJ ∈ XJ, P (xJ) = PJ(xJ).
When HF is a decomposable, the constraints are also sufficient, resulting in the
following.

Proposition 6.1.6. Let u be a F-separable game such that HF is decomposable. Consider
the problem of maximizing over CE(u) a linear objective function that only depends of
the CE marginals over hyperlinks of HF. Then an optimal solution Q can be obtained in
polynomial time by first solving a linear programming with the provided objective function
and the constraints (75) and by then applying equation (73) to the result. In particular,
the resulting correlated equilibrium factorizes over HF.

6.2 discussion and examples

In this section we comment on our results and we show how the separable rep-
resentation of normalized games allows to refine the analogous results from [58]
based on the graphical representation. As previously mentioned, a very relevant
class of games for which our results apply is that of pairwise separable games
on tree graphs, as for such games the minimal FDH-graph F is such that HF is
decomposable. In discussing the results we then focus on this class of games, for
which the benefit of our theory can be easily appreciated.

Consider any normalized pairwise separable game that can be either repre-
sented as a G-graphical game on a tree or as a F-separable game where GF is a
tree (see Figure 13 for an example).

The separable representation of games yields a finer factorization of CE than the
graphical. Indeed, Proposition 6.1.5 and the related discussion implies that, up to
hyperlink equivalence ≡HF , all correlated equilibria of u can be factorized over
links of G. As depicted in Figure 13 this is in general a much finer factorization
than the one on neighborhoods of G, which is presented in [58]. This has major
consequences both on the computational and descriptive side. Indeed, the finer
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Figure 13: Conditional independency relationships arising among players in factorizable
CE of a pairwise game within the graphical and separable representation.

factorization results in a smaller number of variables in the linear program (75),
which makes the corresponding algorithm efficient for separable games. Moreover,
a finer factorization of CE corresponds to a larger number of conditional indepen-
dency relationships among players at equilibrium. More precisely, by adopting
the separable representation, one can read the conditional independencies among
players at a factorizable equilibrium on the graph GHF

, which is such that each
player i is independent on V \N•

i conditioned on Ni (see Figure 13). Similarly, with
the graphical representation, conditional independencies are encoded in the graph
G′ := GF↔

. However, in general GHF

contains a much smaller number of links than
G′. By ignoring the pairwise nature of the game, one can only compute efficiently
(with respect to the more verbose graphical representation) correlated equilibria
that introduce unnecessary correlations among players. Conversely, the separable
representation allows to obtain efficiently (with respect to the more compact input
representation) correlated equilibria that only include the essential dependencies
among players.

This becomes apparent in cases when adopting the graphical representation
yields a trivial factorization of CE, corresponding to assuming arbitrary correla-
tions among all players and resulting in having no improvements on both the
computational and descriptive side with respect to the standard normal form rep-
resentation. An example of this situation is illustrated in Figure 14 for a pairwise
separable game on a star graph G, which highlights the advantages of the separa-
ble representation.
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Figure 14: Pairwise game for which the graphical representation yields a trivial CE factor-
ization result, compared to the corresponding separable representation.

6.3 appendix : proof of lemma 6 .1 .4

Proof. To prove the statement we construct a distribution Q that is consistent
with the players hyperlink marginals under P and can be also factorized over
H = (V,L). More precisely, we show that the maximum entropy distribution sat-
isfying the marginals constraints can be factorized over H. To do this, we define
the entropy function H(Q) =

∑
x∈XQ(x) log( 1

Q(x)
) and the following constrained

maximum entropy problem:

Q∗ = argmax
Q

H(Q) = argmax
Q

∑
x∈X

Q(x) log(
1

Q(x)
) (76)

s.t. Q(xJ) = P (xJ) ∀J ∈ L,∀xJ ∈ XJ∑
x∈X

Q(x) = 1

Notice that the objective function H(Q) is strictly concave, all constraints are linear
and that the feasible set is non-empty, as the distribution P itself is a feasible
solution. This guarantees that the above optimization problem admits a unique
solution Q∗. Such Q∗ is the maximum entropy distribution over distributions that
are hyperlink equivalent to P with respect to H.

Moreover, observe that for all probability distributions Q, the non-negativity
property implies that ∀J ⊂ V and for all xJ ∈ XJ

Q(xJ) =
∑

y∈X
yJ =xJ

Q(y) = 0 ⇔ ∀y ∈ X s.t. yJ = xJ, Q(y) = 0.
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This, together with the marginals constraints, implies that ∀J ∈ L

P (xJ) = 0 ⇔ Q∗(xJ) = 0 ⇒ Q∗(x) = 0.

As a consequence, we can remove from the optimization problem all variables
Q(x) such that P (xJ) = 0 for some J ∈ L, by setting them to zero.

Formally, we define the two sets

X+ = {x ∈ X : ∀J ∈ L,P (xJ) > 0}
X0 = {x ∈ X : ∃J ∈ L,P (xJ) = 0}

and we set Q(x) = 0 for all x ∈ X0. Then, to find the optimal Q∗ we restate the
problem within the Lagrange multiplier formalism. By introducing the Lagrange
multipliers λ = (λJ,xJ)J∈L,xJ∈XJ

and β we can reformulate the optimization prob-
lem as

Q∗ = argmax Q:
∀x∈X0, Q(x)=0

max
λ,β

L(Q,λ, β) (77)

≡ argmax Q:
∀x∈X0, Q(x)=0

max
λ,β

H(Q)

+
∑
J∈L

∑
xJ∈XJ

λJ,xJ (Q(xJ)− P (xJ))

+ β
∑
x∈X

(Q(x)− 1) .

The optimal solution of (76) can be obtained by finding the stationary point
(Q∗,λ∗, β∗) of the Lagrangian function L(Q,λ, β). We start by computing

∂L

∂Q(x)
(Q,λ, β) =

∂H

∂Q(x)
(Q) +

∑
J∈L

∑
yJ∈XJ

λJ,yJ
∂Q(yJ)

∂Q(x)
+ β

= −1− logQ(x) +
∑
J∈L

λJ,xJ + β (78)

where the last equality holds for Q(x) > 0 and follows from the fact that

∂Q(yJ)

∂Q(x)
=

1 if yJ = xJ

0 otherwise.

Then, either Q∗(x) = 0 or Q∗(x) > 0 and by imposing ∂L
∂Q(x)

(Q∗,λ∗, β∗) = 0 in (78)
we have that

logQ∗(x) = −1+ β∗ +
∑
J∈L

λ∗J,xJ

=⇒ Q∗(x) = e−1+β∗
e
∑

J∈L λ∗J,xJ = e−1+β∗ ∏
J∈L

e
λ∗J,xJ .
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This shows that either Q∗(x) = 0 or Q∗(x) can be factorized over H. To extend the
factorization of Q∗ to all X we show that Q∗(x) = 0 only for x ∈ X0 by proving that
Q∗(x) > 0 for all x ∈ X+. Consider x ∈ X+ and a measure Q such that Q(x) = 0.
We show that for any λ and β, L(Q,λ, β) is not optimal. Indeed, for all ϵ > 0 we
define the measure

Qϵ(y) =

ϵ if y = x

Q(y) otherwise

and we have that

lim
ϵ→0

dL
dϵ

(Qϵ,λ, β) = lim
ϵ→0

∑
y∈X

∂L

∂Q(y)
(Qϵ,λ, β)

dQϵ(y)

dϵ

= lim
ϵ→0

∂L

∂Q(x)
(Qϵ,λ, β)

dQϵ(x)

dϵ

= lim
ϵ→0

∂L

∂Q(x)
(Qϵ,λ, β)

= lim
ϵ→0

−1− logQϵ(x) +
∑
J∈L

λJ,xJ + β

= lim
ϵ→0

−1− log ϵ+
∑
J∈L

λJ,xJ + β = +∞.

Then, for a sufficiently small ϵ̃ > 0 we have that

dL
dϵ

(Qϵ,λ, β)|ϵ=ϵ̃ > 0.

Moreover, L(Qϵ,λ, β) is a concave function of ϵ, since L — being the sum of H

and affine terms in Q — is a concave function of Q, and Qϵ is an affine function of
ϵ, namely Qϵ = Q+ ϵδx. It follows that L(Qϵ̃,λ, β) > L(Q,λ, β), so that Q is not a
maximizer of L(·,λ, β). We have concluded that

Q∗(x) =

0 if x ∈ X0

e−1+β∗∏
J∈L e

λ∗J,xJ if x ∈ X+,

which, by the definition of X0, can be rewritten as

Q∗(x) = e−1+β∗ ∏
J∈L

IP (xJ) ̸=0e
λ∗J,xJ

where the indicator function IP (xJ) ̸=0 is 1 if its condition P (xJ) ̸= 0 is verified,
while it is 0 otherwise. This concludes the proof, as it shows that Q∗ is both
factorizable over H and it is hyperlink equivalent to P with respect to H.



7
S E PA R A B L E P O T E N T I A L G A M E S

Separability of games reflects on their properties, which are often shaped by the
hypergraph structure of the game itself. We already discussed this phenomenon
in Chapter 6 where we drew a connection between separability of games and the
structure of their correlated equilibria. This effect is even stronger when we focus
on the class of separable potential games, which has a leading role in game theory.
We devote this chapter to present in detail the structural properties of separable
potential games and to discuss some of their many implications. We show that
potential games are characterized by a symmetry of strategic interaction that is
effectively captured in the formalism of separable games, as it simply translates
in their minimal FDH-graph being undirected. We elaborate on the meaning of
this result in Section 7.1 and we give a probabilistic interpretation of it in Section
7.2. We then collocate the structural result on potential games in the general the-
ory of separable games, obtaining a characterization of the potential part of any
separable game in Section 7.3. Finally in Section 7.4 we suggest how our result
can be usefully exploited by briefly describing an application to the analysis of
better response paths in separable potential games.

7.1 the structure of potential games

In this section we focus on potential games and study how their separability is
intertwined with the separability of the corresponding potential functions.

In general, the minimal graph associated to a game can be either directed or
undirected. Corollary 7.1.3 shows that this is not the case when we restrict to
potential games, which only exhibit undirected minimal graphs and thus are char-
acterized by symmetry of interactions between players. Theorem 7.1.1 is an exten-
sion of this result, showing that the symmetry of interactions in potential games
concerns not only binary but also higher order interactions.

We then derive, as a corollary, results on graphical potential games first ap-
peared in [14] and we provide an alternative proof of the Hammersley-Clifford
theorem for Markov random fields.

78
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Theorem 7.1.1. Let u in U be a potential game with potential function ϕ. Then, the
minimal FDH-graph of u is the undirected FDH-graph associated to the minimal H-graph
of ϕ, i.e.,

Fu = FHϕ (79)

Proof. As discussed in Section 2.4, every potential game u in U is strategically
equivalent to a game uϕ where all players’ utilities equal the potential function ϕ.
Since ϕ is Hϕ-separable, with Hϕ = (V,Lϕ), we can write

ui(x) = ϕ(x) + ni(x−i) =
∑
K∈Lϕ

ϕK(xK) + ni(x−i) , (80)

for some function ni : X−i → R. This shows that u is FHϕ-separable, therefore
Fu ⪯ FHϕ .

Consider now the local H-graphs Hi = (V,Li), for i in V, associated to the
minimal FDH-graph Fu in the sense of (40). As discussed in Section 3.1, every
utility function ui is Hi-separable and thus from the first equality in (80) we get
that also ϕ is Hi-separable, for every i in V. By definition, every hyperlink (i, J)
of the FDH-graph FHϕ is such that {i} ∪ J in Lϕ is an undirected hyperlink of Hϕ.
Since the potential function ϕ is Hi-separable and Hϕ is the minimal H-graph of
ϕ, this implies that there exists K in Li such that {i} ∪ J ⊆ K. By the way the local
H-graph Hi is defined, it follows that necessarily (i,K \ {i}) in Du is a hyperlink
of the FDH-graph Fu. We have thus just proved that FHϕ ⪯ Fu. The claim then
follows as we had already shown that Fu ⪯ FHϕ .

Theorem 7.1.1 is a structural result that characterizes the minimal separability
property of potential games in terms of the minimal H-graph of their potential
functions. It tells that the minimal FDH-graph F of potential games is undirected,
meaning that if the utility of a player i depends jointly on the actions of players j

and k in F, then j and k are jointly dependent on each other and on i (see Figure
15).

Example 7.1.2 (Hyper-coordination game). Hyper-coordination games are a family of
synchronisation games on hypergraphs [81] that model high-order coordination behavior
of players. They are an extension of network coordination games on graphs presented
in Example 2.4.8 to the setting of hypergraphs: players, corresponding to nodes of an H-
graph, aim at simultaneously coordinating on some action with multiple groups of players,
represented by hyperlinks. When all members of an hyperlink choose the same action, each
player receives a positive payoff, which is additively combined with the ones deriving from
all hyperlinks the player participates in. Formally, given an H-graph H = (V,L), an
action space A and a weight function w that associates to any action a ∈ A and hyperlink
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Figure 15: Representation of the symmetry of strategic interactions in potential games, as
described by the undirected minimal FDH-graph of a the game F. For example,
if some player i depends jointly on the actions of players j and k in F, than j

and k are jointly dependent on each other and on i.

K ∈ L a positive integer weight w(a,K) > 0, the coordination game on H with player
set V is defined by the utility functions:

ui(x) =
∑
K∈L
i∈K

w̄(x,K), ∀i ∈ V,∀x ∈ X = AV (81)

where

w̄(x,K) =

0 if ∃j, k ∈ K : xj ̸= xk

w(xj ,K) for any j ∈ K, otherwise.

We will say that a coordination game is homogeneous if the weight function w is not
dependent on the hyperlink K but only on the action a, and in such case we will again
denote it by w(a). As shown in [81, Lemma 6], every hyper-coordination game on an
H-graph is potential, with potential function

ϕ(x) =
∑
K∈L

w̄(x,K), (82)

with minimal H-graph Hϕ = H.
It can be directly verified from the definition that, according to Theorem 7.1.1, a hyper-

coordination game on a H-graph H is minimally separable with respect to the FDH-graph
Fu = FH.

Both the symmetry property and the relation between a game and its potential
function can be translated in the graphical setting. Indeed, the previous result



7.1 the structure of potential games 81

implies the following relation between the minimal graph of a potential game and
the separability of the potential function. Given an undirected graph G we denote
by Cl(G) the set of maximal cliques in G, and let HCl

G = (V,Cl(G)) be the cliques
H-graph of G.

Corollary 7.1.3. Let u in U be a potential game with potential function ϕ. Then, the min-
imal graph Gu associated with u is undirected. Moreover, u is a G-game for an undirected
graph G if and only if its potential function ϕ is HCl

G -separable.

Proof. Consider the minimal FDH-graph Fu = (V,Du) of u and the minimal H-
graph Hϕ = (V,Lϕ) of ϕ. It follows from Corollary 4.1.8 and relation (79) that
Gu = (V,Eu) = GFu is the graph associated to the undirected FDH-graph Fu =
FHϕ and thus it is itself undirected.

Suppose now that u is a G-game for some undirected graph G = (V,E). Let K
in Lϕ. Then, for every i in K, (79) implies that (i,K \ {i}) belongs to Du and thus
(i, j) belongs to Eu for every i ̸= j in K. This says that K is a clique in Gu and thus
also in G, since Gu ⪯ G. Therefore, Hϕ ⪯ HCl

G , thus showing that ϕ is HCl
G -separable.

Conversely, if ϕ is HCl
G -separable, then necessarily Hϕ ⪯ HCl

G , so that that every
undirected hyperlink in Lϕ is contained in a clique of G. By Corollary 4.1.8, the
minimal graph Gu is the graph associated with the FDH-graph Fu and, by Theo-

rem 7.1.1, Fu = FHϕ is undirected. It then follows that Gu = GF
Hϕ ⪯ GF

HCl
G = G,

thus showing that u is a G-game.

The fact that the minimal graph of a potential game is undirected is a simple
but relevant consequence of Theorem 7.1.1. As previously mentioned, this fact can
be interpreted as a first order symmetry of the interactions among players. While
this pairwise symmetry is weaker than the higher order symmetry property of
Theorem 7.1.1, it is significant since it can be directly read on the minimal graph
of the game.

The second part of Corollary 7.1.3 is equivalent to [14, Theorems 4.2 and 4.4].
In this paper, the authors prove their results relying on the Hammersley-Clifford
theorem. Our proofs are instead self-contained and in Section 7.2 we actually show
that the Hammersley-Clifford theorem can be derived from our result.

In fact, we wish to emphasize that Theorem 7.1.1 is more informative than Corol-
lary 7.1.3. Indeed, the latter does not relate the minimal separability of a potential
game with that of its corresponding potential function. This is evident, e.g., in the
special case of a potential game u that is pairwise separable with respect to an
undirected graph G = (V,E). In this case, (79) implies that the potential function
ϕ is separable with respect to the H-graph H where hyperlinks are the pairs {i, j}
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Figure 16: Graph for the pairwise separable potential game of Example 7.1.4.

Figure 17: Comparison of Hϕ and HCℓ
G for a pairwise separable potential game on the

graph G of Figure 16.

such that (i, j) is a link in G. This says that the potential can be decomposed in a
pairwise fashion

ϕ(x) =
∑

(i,j)∈E

ϕij(xi,xj) ,

for some symmetric functions ϕij(xi,xj) = ϕji(xj ,xi). This is in general a much
finer decomposition than the one on the maximal cliques of G.

Example 7.1.4. Consider a pairwise separable potential game on the graph G shown in
Figure 16. Figure 17 compares the minimal H-graph of the potential function ϕ, Hϕ, with
the clique H-graph HCℓ

G , showing how in general Hϕ ⪯ HCℓ
G .

7.2 connection with markov random fields

In this section we present in detail the connection between potential games and
Markov random fields. Building on the knowledge about separable and graphical
games derived from the previous Section 7.1, we enlight the connection between
potential games and Markov properties for positive random fields, as introduced
and discussed in Section 2.5. This analysis shows that our results on separable
potential games are the counterpart of corresponding well-known results in the
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theory of Markov random fields. The existence of a connection between graphi-
cal potential games and Markov random fields was known [14], but in previous
works structural results for potential games were proven relying on the theory
of MRF. In contrast, our game theoretic results are proven independently so that
we can show that there is an equivalence between our work on potential games
and the foundational work on MRF. Thus, the analysis that we are presenting in
this section provides a theoretical framework for our work, providing a justifica-
tion for the definition of separable games. Moreover, as the theory of MRF is the
foundation for recent and fruitful research, such connection with the game theo-
retic framework may shed light on future developments of our work on separable
potential games.

7.2.1 Positive random fields and potential games

There is a deep connection between random fields and game theory, which is
based on the equivalence between positive random vectors and potential games
anticipated in Section 1.3.1.

On one side, consider a potential game u, which is characterized by a player
set V, action spaces {Ai}i∈V, a configuration space X =

∏
i∈VAi and a potential

function ϕ.
To such potential game u, we can associate a positive random field X = (Xi)i∈V

where for each i ∈ V, the random variable Xi ∈ Ai takes its values in the space of
actions played by i ∈ V, and such that the probability measure P over X satisfies

P(X = x) = eϕ(x). (83)

On the other side, to a positive random field X = (Xi)i∈V we can associate
a potential game u with player set V, action spaces {Ai}i∈V, configuration space
X =

∏
i∈VAi, and with potential function defined by

ϕ(x) = logP(X = x) (84)

.
Thanks to this equivalence, we can expect that the Markov properties of random

fields, and the relations among them, can be translated to the game theoretic
setting to obtain analogous properties and results for potential games.

This idea will be explored in the next subsection.
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7.2.2 Markov properties and potential games

Consider an undirected graph G = (V,E) and a positive random field X = (Xi)i∈V
with probability measure P.

From the Hammersely-Clifford Theorem 2.5.2, we know that P satisfies the local
Markov property (L) on G if and only if P factorizes (F) on G.

By the equivalence that we have established, to the positive random field P we
can associate a potential game u with potential function ϕ as in equation (84). Also,
from equation (84) it directly follows that the factorization of P on the maximal
cliques of G is equivalent to the decomposition of the potential on such cliques,
i.e., to ϕ being separable with respect to the hypergraph of maximal cliques of G,
denoted by HCl

G .
Similarly, the fact that P satisfies the local Markov property (L) on G can be

proven to be equivalent to the graphicality of u on G. One side of this implication,
i.e., that graphicality of u on G implies property (L) for P was proven in [14].
The remaining implication can be deduced from Corollary 7.1.3, providing the
following game-theoretic derivation of the Hammersley-Clifford theorem.

Theorem 7.2.1. Let X be a positive random field that satisfies the local Markov property
(P) with respect to an undirected graph G = (V,E). Then, its probability distribution
admits the following decomposition:

P(X = x) =
∏

C∈Cl(G)

ζC(xC), ∀x ∈ X , (85)

where Cl(G) is the family of maximal cliques of the graph G.

Proof. Without loss of generality we can assume that P(Xi = xi) > 0 for every i

in V and xi in Ai so that, by the positivity assumption we have that P(X = x) > 0

for every x in X. Let

ϕ(x) = logP(X = x) , ∀x ∈ X (86)

and consider the potential game u = uϕ in U with utility functions ui(x) = ϕ(x)
for every i in V.

We shall now prove that u is G-graphical. Indeed, conditional independence
implies that

P(X = x) = P(XNi
= xNi

)P(XV\Ni
= xV\Ni

|XNi
= xNi

)

= P(XNi
= xNi

)P(Xi = xi |XNi
= xNi

)P(XV\N•
i
= xV\N•

i
|XNi

= xNi
)

= P(XN•
i
= xN•

i
)P(XV\N•

i
= xV\N•

i
|XNi

= xNi
) ,
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Figure 18: Graphical representation of the equivalence chain relating the local Markov
property on an undirected graph G for a positive random field and the graphi-
cality of the corresponding potential game.

for every i in V. We can then write ui(x) = uNi
i (xi,xNi

) + ni(x−i) where

uNi
i (xi,xNi

) = uNi
i (xN•

i
) = logP(XN•

i
= xN•

i
)

only depends on the actions played by player i and their neighbors in Ni, while

ni(x−i) = logP(XV\N•
i
= xV\N•

i
|XNi

= xNi
)

is a non strategic term. Thus u is G-graphical so that Corollary 7.1.3 implies that its
potential function ϕ is HCl

G -separable. Together with (86), this yields the claim.

The chain of equivalences that we have established is illustrated in Figure 18,
which shows that the Hammersley-Clifford theorem of Markov random fields
translates into, and is actually equivalent to, the characterization of graphical po-
tential games proposed in [14].

As already pointed out, the result we proved, Theorem 7.1.1, is actually stronger.
Indeed, we proved that if a potential game u is separable with respect to a FDH-
graph F, then its potential function ϕ is separable with respect to the H-graph HF.
This provides a finer decomposition of the potential. Indeed, by introducing the
graph G := GF on which u is graphical, we have that HF ⊂ HCl

G . In other words,
HF is made of cliques of G, but not necessarily maximal cliques, so it is finer than
HCl

G . Finally, by exploiting the relation (83), the separability of ϕ on HF implies the
factorization (F) of P on G := GF. This reasoning is represented in Figure 19.

7.3 potential-harmonic decomposition of games

In this section, we consider the recent result presented in [31] regarding the de-
composition of a general game into its potential and harmonic components and
we investigate how the concept of separability interacts with this decomposition.
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Figure 19: Representation of our Theorem 7.1.1 for a potential game u and of its impli-
cations on the factorization property of the probability distribution P of the
positive random field associated to u.

As discussed in the background section 2.4.3, every game u can be decomposed
as a sum of three games

u = upot + uhar + n (87)

where upot is a potential game, uhar is a harmonic game, and n is a non-strategic
game. This decomposition is unique up to non-strategic components in upot and
uhar. In particular, it is unique if we assume that upot and uhar are both normalized.

The following result shows that in general the potential and harmonic compo-
nents of an F-separable game are separable on the underlying undirected FDH-
graph F↔, whose hyperlink set can be obtained from F’s as specified in (16).

Theorem 7.3.1. Let u in U be a finite game that is F-separable with respect to a FDH-
graph F = (V,D). Then, upot and uhar are F↔-separable.

Proof. We consider the decomposition (38) and for each (i, J) in D we define the
auxiliary game

u
(i,J)
i (x) = uJi (xi,xJ) , u

(i,J)
j (x) = 0 , ∀j ∈ V \ {i} . (88)

This is a game where all players have zero utility except for player i, who has
utility equal to the corresponding term uJi (xi,xJ) in (38). We can write

u =
∑

(i,J)∈D

u(i,J) . (89)

For each game u(i,J) we now consider its restriction û to the set of players V̂ =
{i} ∪ J and strategy profile set X̂ = XV̂. Formally,

ûh(x) =

{
uJi (xi,xJ) ifh = i

0 otherwise .
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Figure 20: Ring graph of Examples 7.3.2 and 7.3.7.

Consider now the potential and the harmonic part of û, respectively, ûpot and ûhar

and extend them to V as games u
(i,J)
pot and u

(i,J)
har such that

(u
(i,J)
pot )h = (u

(i,J)
har )h = 0 ∀h ̸∈ {i} ∪ J .

A direct check shows that u(i,J)pot is potential, u(i,J)har is harmonic and u(i,J) = u
(i,J)
pot +

u
(i,J)
har up to non-strategic terms. Then, up to non strategic terms,

upot =
∑

(i,J)∈D

u
(i,J)
pot , uhar =

∑
(i,J)∈D

u
(i,J)
har

Notice, finally, that since u
(i,J)
pot and u

(i,J)
har are separable with respect to the FDH-

graph whose directed hyperlinks are of type (h,K) with h in {i}∪J and {h}∪K =

{i} ∪ J, we have that u(i,J)pot and u
(i,J)
har are F↔-separable. This proves the result.

Theorem 7.3.1 shows that the harmonic-potential decomposition of games op-
erates on the game’s separability by performing a symmetrization, which maps
the FDH-graph F of the original game into the undirected FDH-graphs F↔ of the
components.

We propose an example that shows how for a non-potential game u, its poten-
tial and harmonic components may display additional interdependancies among
players, as captured by the underlying undirected FDH-graph F↔

u ⪰ Fu.

Example 7.3.2. Consider the best-shot public good game as introduced in Example 3.2.2,
with n = |V| players and defined on an undirected ring graph G = (V,E) with n ≥ 3

nodes, as shown in Figure 20. Thanks to the symmetric structure of the ring graph, we
can express the utility function of player i in V as

ui(x) = max{xi−1,xi,xi+1} − cxi (90)
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where the algebra on the indices is intended modulo n and where 0 ≤ c ≤ 1 is the cost
parameter. It is clear from the form of the utility in (90) that the game u is separable on
the FDH-graph F = (V,D) with set of directed hyperlinks

D = {(i, {i− 1, i+ 1}), i ∈ V} .

In fact, since it is not possible to rewrite the max term in (90) as the sum of three terms
depending on (xi−1,xi), (xi,xi+1), and (xi−1,xi+1), respectively, the above is the mini-
mal FDH-graph of u (as shown in Example 4.1.6). The utility functions of the normalized
potential and harmonic components are given by

upot,i(x) = (|xi+1 − xi+2|+ |xi−1 − xi−2|+ 4(xi+1 + xi−1)

−2xi+1xi−1 − 6(1− c))
1− 2xi

12
, (91)

and, respectively,

uhar,i(x) = (|xi+1 − xi+2|+ |xi−1 − xi−2| − 2(xi+1 + xi−1))
1− 2xi

12
, (92)

for every player i in V. Notice that the harmonic component is independent from c, while
the potential component contains an additive term that is linear on c and that depends
only on the action of player i itself. According to the decomposition result of Theorem 7.3.1,
equations (91) and (92) show that the normalized potential and harmonic components of
u are separable on the FDH-graph F↔ = (V,D↔) where

D↔ = {(i, {i− 2, i− 1}), (i, {i− 1, i+ 1}), (i, {i+ 1, i+ 2}), i ∈ V} .

Accordingly, the potential function ϕ of upot is separable on the H-graph HF↔
= HF =

(V,L) with set of undirected hyperlinks

L = {{i− 1, i, i+ 1}, i ∈ V} ,

that is displayed in Figure 21.

Theorem 7.3.1 has a few important direct consequences that we discuss in the
following. First, we can transfer the result into the setting of graphical games. This
is obtained by translating the symmetrization operation from FDH-graphs to the
corresponding graphs as illustrated in Figure 22. A preliminary version of the
following result was presented in our previous work [8].

Corollary 7.3.3. Let u in U be a finite game that is G-graphical with respect to a graph
G = (V,E). Then, upot and uhar are G△-graphical.
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Figure 21: Hypergraph of the potential ϕ for Example 7.3.2.

Figure 22: Transposition of the symmetrization operation from FDH-graphs to graphs.

Proof. The statement follows from Theorem 7.3.1 upon proving that the diagram
in Figure 22 commutes, i.e., that

G(FG)↔ = G△. (93)

To simplify the notation, we denote G∗ = G(FG)↔ and by N∗
i the neighborhood of

player i ∈ V in G∗. Moreover, we denote by N
△
i the neighborhood of player i ∈ V

in G△ = (V,E△) as defined in (8). Equation (93) follows from the following chain:

N∗
i =

⋃{
J : (i, J) ∈ D((FG)↔)

}
=
⋃{

J : {i} ∪ J = {h} ∪K, (h,K) ∈ D(FG), J ⊂ V \ {i}
}

=
⋃

{J : {i} ∪ J = N•
h, J ⊂ V \ {i},h ∈ V}

=
⋃

{N•
h \ {i} : h ∈ V, i ∈ N•

h}

≡ N
△
i ,

where to ease the notation we denote with D(·) the set of hyperedges of an FDH-
graph.
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Figure 23: Representation of the components’ minimal graphs Gupot and Guhar
for a public

good game on G, as discussed in Example 7.3.4, obtained with the procedure
reported at https://github.com/laura-arditti/game-decomposition.

Corollary 7.3.3 states that the minimal graphs Gupot and Guhar of the potential
and, respectively, harmonic components of a game u are subgraphs of G△. As
shown in Figure 2b in general G△ is a strict supergraph of G, which suggests
that the nonstrategic-harmonic-potential decomposition of graphical games may
not preserve graphicality. In fact, Corollary 7.3.3 allows for the possibility that
the minimal graphs of the potential and harmonic components of a finite game
u include links between two players j and k that are not direct neighbors in G

but share a common in-neighbor i. While not influencing directly their respective
utilities, such players j and k both directly influence the utility of player i and this
may result in the appearance of a link between them in the minimal graphs of
the normalized potential and normalized harmonic components of the game, as
shown by the following example.

Example 7.3.4 (Decomposition of the public good game). Consider the best-shot
public good game defined in Example 3.2.2 over a cycle graph with 6 nodes.

Figure 23 shows the minimal graph G of the game and the minimal graphs associated
to its potential and harmonic components. These are obtained with an explicit compu-
tation performed via the program published at https://github.com/laura-arditti/
game-decomposition, which combines the flow description of the harmonic-potential de-
composition (presented in Sections 2.4.2 and 2.4.3) with the geometric characterization of
graphicality derived in Chapter 8. According to Corollary 7.3.3, they are both subgraphs
of G△. In this particular case they coincide with G△, showing that a sharper result cannot
be obtained.

On the other hand, such possible links between common outneighbors of a
single player in G may not show up in the minimal graphs Gupot and Guhar of the
potential and normalized components of the game. In fact, in the special case of
pairwise separable games Theorem 7.3.1 reduces to the following.

https://github.com/laura-arditti/game-decomposition
https://github.com/laura-arditti/game-decomposition
https://github.com/laura-arditti/game-decomposition
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Corollary 7.3.5. Let u in U be a pairwise separable game on a graph G = (V,E), with
utilities as in (34). Then upot and uhar are pairwise separable games on G↔.

Proof. As discussed in Example 3.2.1 for u to be pairwise separable on G it means
that u is separable with respect to the FDH-graph F = (V,D) where

D = {(i, {j}) , i ∈ V, j ∈ Ni}.

Then, Theorem 7.3.1 guarantees that upot and uhar are separable on F↔, which, by
the same token, assures that they are pairwise separable on G↔.

Corollary 7.3.5 shows that for pairwise separable games the decomposition (7.3)
preserves the original graphical structure in that no link between players that were
not directly interacting in the original game shows up in either Gupot or Guhar .

In fact, when G is undirected, we have that G↔ is a subgraph of G so that we can
simplify the result to deduce that upot and uhar are graphical with respect to G.

Example 7.3.6 (Decomposition of pairwise separable games). Consider an undi-
rected graph G and construct a pairwise separable game where each pair of adjacent players
is involved either in a coordination, an anticoordination or a discoordination game, as in
Examples 2.4.8, 2.4.6 and 2.4.1. Denote by C, A, D the sets of pairs of players involved in
a coordination, anticoordination or discoordination game, respectively.

If we perform the decomposition according to Corollary 7.3.5, we obtain that

• Gupot contains the link {i, j} ∈ E if and only if {i, j} ∈ C or {i, j} ∈ A, i.e. if i and
j are involved in either a coordination or an anticoordination game;

• Guhar contains the link {i, j} ∈ E if and only if {i, j} ∈ D, i.e. if i and j are involved
in a discordination game.

So in this case the graphs Gupot and Guhar can be determined by inspection and their link
sets are disjoint. In Table 24 we report some examples of decomposition. In particular
we consider two topologies for G. Red (blue) nodes indicate players who anticoordinate
(coordinate) with their neighbors.

As discussed, by Corollary 7.3.5, when u is pairwise-separable its potential and
harmonic components are also pairwise separable. We notice however that this
condition is only sufficient, as the following example shows.

Example 7.3.7. For a graph G = (V,E), consider the game u with player set V, action
set Ai = {0, 1}, and utilities

ui(x) =

1 if xi = xj , ∀j ∈ Ni

0 otherwise ,
(94)
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(a) Case I (b) Case II

Figure 24: Representation of Gupot and Guhar
for pairwise-separable graphical game on

two different graphs G. The minimal graphs of the game’s components are
obtained and plotted with the procedure reported at https://github.com/

laura-arditti/game-decomposition.

Figure 25: Line graph Ln for Example 7.3.7.

for every player i in V. Notice that, for a general graph G, u is neither a potential game nor
pairwise separable on G. We shall now study the structure of the game u for two different
graph topologies.

When G is an undirected ring graph with n nodes, as in Figure 20, then u is a potential
game and it is strategically equivalent to a multiple of the network coordination game on
G introduced in Example 2.4.8 with ζ(xi,xj) = (−1)xi−xj , where the pairwise utilities
are scaled by 1

4 . So, the normalized potential component upot is a network coordination
game on G, and it is pairwise separable on G.

When G = Ln is an undirected line graph with n nodes, as displayed in Figure 25, then
u is not a potential game. The normalized potential component upot is a weighted version
of the network coordination game on the line Ln, as represented in Figure 26, where
the pairwise utility function ζ(xi,xj) = (−1)xi−xj is multiplied by different factors
depending on the link {i, j}.

In particular,

• for the internal links, joining nodes from 2 to n− 1, the pairwise utility ζ is scaled
by 1

4 ,

https://github.com/laura-arditti/game-decomposition
https://github.com/laura-arditti/game-decomposition
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Figure 26: Line graph for the potential component of Example 7.3.7. For each link {i, j}
the factor multiplying the pairwise utility ζ(xi,xj) is specified.

Figure 27: Graph for the harmonic component of Example 7.3.7.

• for the extremal links {1, 2} and {n− 1,n}, the pairwise utility ζ is scaled by 3
8 .

The harmonic component is pairwise separable on a graph with nodes V and with only
two undirected links, namely {1, 2} and {n− 1,n}, which is shown in Figure 27. On
such links two so-called matching pennies game take place, where nodes 1 and n aim to
coordinate with their neighbors, while 2 and n− 1 aim to anti-coordinate.

In conclusion, Theorem 7.3.1 provides a characterization of the minimal FDH-
graph F↔ of the potential and harmonic components of an F-separable game u.
When reflected on the graphicality of the game’s components, it states that the
graphs Gupot and Guhar are contained in GF↔

, which is in general a subgraph of
(GF)△ and a supergraph of (GF)↔, the two extreme cases being realized for the
pairwise separable and the generic graphical case.

7.3.1 Locality of the game decomposition

The main takeaway from the proof of Theorem 7.3.1 and Corollary 7.3.3 is that the
harmonic-potential game decomposition can be performed locally.

To clarify this point, in Figure 28 we visually retrace the sketch of the proof for
the case of graphical games, as it follows the same lines of the most general case
of separable games while allowing for a simpler visual representation.

We start with a graphical game u over G, depicted in Figure (28,a), which can
be represented as a vector u = (u1, . . . ,un) collecting the utility functions of the
n players. The game u can be expressed as the sum u = u(1) + . . . + u(n) of n

games, each associated to one player: the game associated to player i, u(i), is a
game where all players have vanishing utility except for i that has utility u

(i)
i = ui

equal to the one she had in u. The local game u(i) is graphical on the subgraph
G(i) = (V,E(i)) of the original graph G where E(i) = {(i, j) : j ∈ Ni}, shown in
Figure (28,b), that is a star graph with center i and leaf nodes corresponding to the
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(a) Graph G of the
game u.

(b) Graph G(i) of
the local game
u(i).

(c) Graph G(i),△ of
u
(i)
pot and u

(i)
har.

(d) Graph G△ of
upot and uhar.

Figure 28: Sketch of the proof of Corollary 7.3.3.

neighbours Ni of i in G. When decomposing the local game u(i), its potential and
harmonic components u(i)pot and u

(i)
har are graphical on the triangulation G(i),△ of the

local star graph shown in Figure (28,c), which is a complete graph on the closed
out-neighoubrhood Ni of i. By linearity, the potential and harmonic component
of the starting game u can be obtained by summing the potential and harmonic
components of all local games u(i): in this way we obtain that the components of
u are graphical on the triangulation G△ of G, represented in Figure (28,d), which
is the union of all G(i),△ associated to each player.

In conclusion, the key point of the proof is that the decomposition can be per-
formed locally, neighborhood by neighborhood (or, more in general, hyperlink by
hyperlink). This locality property of the decomposition have some further impli-
cations, as can be seen from the following example.

Example 7.3.8. Consider the graph G represented in Figure 29 that describes the inter-
actions between 8 players. We define a G-game where all players have a binary action set
A = {0, 1}. Action 1 and 0 represent the action of acquiring or not acquiring some good,
and we assume that all players but player 1 have an imitative behaviour so that their
behaviour is described by the utility function of a majority game (see Example 2.4.8):

∀i ∈ V \ {1}, ui(x) = |{j ∈ Ni : xj = xi}| , xi ∈ {0, 1}.

Instead, player 1, represented by a red node, plays according to the utility function of a
best shot public good game (see Example 3.2.2), i.e., for some 0 < c < 1 it holds:

u1(x) =


1− c if x1 = 1

1 if x1 = 0 and xj = 1 for some j ∈ N1

0 if x1 = 0 and xj = 0 for every j ∈ N1 .



7.3 potential-harmonic decomposition of games 95

Figure 29: Graphicality of the components for the decomposition of the perturbed major-
ity game of Example 7.3.8.

The resulting game is not potential but it is a local perturbation of a potential game, the
majority game, where the perturbation is localized in the red node. In Figure 29 we see
that the locality of the perturbation is preserved by the decomposition. Indeed, players that
are far from the perturbation only interact in the graph of the potential component while
additional links with respect to the original graph only involve players that are close to the
perturbation and directly affected by it. This phenomenon is the result of the combination
of locality of the decomposition and of the perturbation.

The perturbative approach taken in Example 7.3.8 can be applied more in gen-
eral to study properties of graphical games, such as Nash equilibria. We briefly
comment on this line of research, showing how our characterization of the graph-
icality of the game decomposition may be exploited in this setting, leaving the
details for future investigations.

Consider the problem of finding Nash equilibria of a G-game u. In view of the
potential-harmonic decomposition of games, the harmonic part uhar can be inter-
preted as a perturbation of the potential component upot. Upon formally defining
some notions of robustness of a Nash equilibria and of magnitude of perturba-
tions, we have that if upot possess a sufficiently robust Nash equilibrium x∗ and
if perturbation uhar is small enough, then x∗ is a Nash equilibrium of the whole
game u. One possible way of defining the robustness of a Nash equilibrium x is
by

min
i∈V

min
a∈Ai
a̸=xi

ui(x)− ui(a,x−i),

while one possible way of measuring the magnitude of a perturbation uhar is via
its L∞-norm

max
i∈V

max
x∈X

|ui(x)|.

We don’t dive here into a description of such definitions, instead we wish to point
out how the graphical representation of u can be exploited to bound the complex-
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Figure 30: The size of local games for potential and harmonic components of a G-game
are bounded by the size of neighborhoods of G△ (picture from https://en.

wikipedia.org/wiki/Graph_power ).

ity of computing these quantities. Indeed, the robustness of a Nash equilibrium
of upot and the magnitude of the perturbation uhar can be computed on the local
games u

(i)
pot and u

(i)
har, whose size is bounded by the size of neighborhoods of G△.

Usually (see Figure 30), G△ is much smaller than the complete graph on V, possi-
bly resulting in an efficient implementation of the perturbative analysis of games
outlined above.

7.3.2 Application to an economic model

In this section we present a simple example of how the harmonic-potential de-
composition and our results about the structure of components can be applied
to games emerging from real world models and we show how they are able to
highlight relevant features of the system. For simplicity, we limit our discussion
to the graphical case but similar considerations hold more in general for separable
games.

Consider a set of players V = Vp ∪ Vc where the elements in Vp represent pro-
ducers of some good while the elements in Vc represent consumers. We denote
the size of those sets with np = |Vp| and nc = |Vc|. Players in V are involved in the
game u, which we call "market game", described by the following specifications.

• Each producer i ∈ Vp choses the quality level ai ∈ Ap of its product from a
finite set. For simplicity we will consider binary sets Ap, i.e., the producers
chose to produce either an higher or a lower quality product. This choice will
be reflected on both the production cost (for the producer) of the product
and its selling price (for the consumers), which will be higher in the former
and lower in the latter case respectively.

https://en.wikipedia.org/wiki/Graph_power
https://en.wikipedia.org/wiki/Graph_power
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• Each consumer j ∈ Vc chooses from which producer aj = i ∈ Vp ≡ Ac they
will buy a unit of product.

Denote with
d(x, i) = |{j ∈ Vc : xj = i}|

the number of consumers that choose producer i in configuration x ∈ X =
Πi∈VpA

p × Πj∈VcA
c. Let x ∈ X be a configuration.

• The utility of producer i ∈ Vp is

ui(x) = pi(xi)d(x, i)− ci(xi, d(x, i)) (95)

where pi is the selling price of one unit of the product, determined by its
quality, and ci is the total cost of production for i, which depends on the
quality of the product and on the total produced quantity (which we assume
equal to the demand d(·, i)).

• The utility of consumer j ∈ Vc is

uj(x) = −
∑
i∈Vp

δ(i,xj)pi(xi) (96)

where

δ(i,xj) =

1 if i = xj

0 otherwise

i.e., it is equal to the opposite of the price they pay to get a unit of product
from the producer they chose. Notice that in this formulation of the game,
consumers are not sensitive to quality but only to price.

Consumers observe the whole market when taking their choice and their util-
ity depends on the prices set by all producers. On the other side, producers ob-
serve the whole set of consumers and their utility depends on the choice of all
of them. Moreover, both consumers and producers are not affected directly by
the behaviour of other consumers and producers respectively. As a consequence,
interactions are described by a complete bipartite graph as in Figure 31.

Observe that in general the game is not pairwise separable, since the cost func-
tions of producers are not necessarily linear. A significant assumption is that cost
functions are concave with respect to demand. With this assumption the marginal
cost of producing a unit of product is decreasing in the total produced quantity.
This is the case of an economy of scale. According to this, we consider that the
production cost of producer i is a fraction fi(d(x,i))

100 of its return pi(xi)d(x, i), which
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Figure 31: Interaction graph for the market game

decrease as the total produced quantity grows. In this way, the cost grows when
the quality (and then the price) of the product increase. Then the utility of pro-
ducer i ∈ Vp takes the following form:

ui(x) = pi(xi)d(x, i)
(100− fi(d(x, i)))

100
(97)

We focus on the case of np = nc = 2, when there are two consumers and two
producers. Then we also have that |Ac| = |Ap| = 2. In this setting we analyse an
instance of the market game, we perform the harmonic-potential decomposition
of it and we describe the insights that can be derived.

Figure 32 shows the minimal graph of the game, a (2, 2)-complete bipartite
graph, and the minimal graphs of its potential and harmonic components.

Figure 32: Harmonic-potential decomposition of the market game. Red nodes represent
consumers, while blue nodes represent producers.

We see that the market game possesses a potential component where a direct
relation between consumers appears, while this is not the case for the producers.

This fact can be explained as follows. Call u(i), i = 1, . . . ,np+nc the local games
involving only players {i} ∪Ni where i has utility u

(i)
i = ui while every player in

Ni has vanishing utility (as introduced and discussed in Section 7.3.1). An edge
between the producers (players 1 and 2) in Gpot and Ghar can appear only if it
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is present in the decomposition of the restricted games u(3) or u(4) associated to
consumers. But these two games are pairwise separable games on star graphs
centered at nodes 3 and 4 respectively and with two leaves, namely nodes 1 and 2.
As by Corollary 7.3.5, the decomposition of pairwise separable games preserves
graphicality, so that no edge between nodes 1 and 2 can appear.

This is just a formal motivation but it is possible to give a more intuitive one.
The potential ϕ of the potential component upot represents a quantity that the
potential component of the system aims at maximizing. The potential component
of the system benefits if consumers coordinate their actions and choose to buy
from the same producer, since the total costs of production are lower if they do.
This happens since we have modelled an economy of scale: in the opposite case
(cost functions which are convex with respect to the total demand) the system
benefits if consumers buy from different producers. The decomposition highlights
these strategic considerations which are not evident by simply looking at the game
since they are hidden in indirect interactions among players.

7.4 better-response paths in separable potential games

Separability has some direct implications on the analysis of better response paths
of potential games. These are sequences of configurations (xt)t such that each cou-
ple of consecutive configurations (xk−1,xk) differ exactly for the action of a single
player, say i ∈ V, which is strictly increasing their utility ui(xk) > ui(xk−1). A
relevant problem in this setting is whether the length of BR paths can be bounded
(non-trivially), as this has major consequences on the game’s evolution under rel-
evant dynamics. In the context of graphical games, this problem has been stud-
ied in [14], where [14, Theorem 5.3] provides a bound on the number of any
player’s k updates in better response paths of a graphical potential game with
integer potential. A crucial role in this result is played by the structure of the po-
tential function, in particular its decomposition on the graph’s cliques, and by the
growth of the graph. The latter is measured by means of the quantity Sr(G, k) =
|{j : ∆(j, k) = r}|, which is the number of nodes at distance r from node k in the
graph G, and it affects the results in that the proposed bound is remarkably inde-
pendent on the number of players for graphs of sufficiently slow growth. Instead,
the structure of the potential function comes into play both through the size of
local potentials associated to cliques and by the way cliques are arranged over the
graph. These two features are combined into a single quantity p = maxi∈VDiMi,
which is the maximum product of the largest magnitude of clique local potentials
over cliques containing player i, Mi = maxC∈Cℓ(G):i∈Cmaxx∈X,ϕC(xC), and of the
clique degree of player i, Di = |{C ∈ Cℓ(G) : i ∈ C}|. More precisely, [14, Theorem
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5.3] bounds the number of updates of any player k ∈ V in any better response
path by

2p
∞∑
r=0

(
1− 1

2p

)r

Sr(G, k). (98)

In the context of separable games we can adapt this result by exploiting the finer
decomposition of the potential function proved in Theorem 7.1.1. In particular, for
an F-separable potential game we can give a bound analogous to (98) where p is
now defined as the maximum product of the players’ hyper-degree in HF = (V,L)

Di = |{K ∈ L : i ∈ K}| (99)

and the maximum magnitude of hyperlink local potentials

Mi = max
K∈L

s.t. i∈K

max
x∈X

|ϕK(xK)|. (100)

Our result can be stated as follows.

Theorem 7.4.1. Let u be a potential game with potential ϕ, separable on the H-graph
H = (V,L). Assume that all local potentials are integer and define p as the maximum
product of the two quantities (99) and (100):

p = max
i

DiMi. (101)

Then, the number of times a player k ∈ V updates their action in a better response path
for u is at most

2p
∞∑
r=0

(
1− 1

2p

)r

Sr(G, k), (102)

where G = GFH

.

Proof. The proof follows the same lines of the proof of [14, Theorem 5.3] (which
is reported in [14, Section 5.1]). We present it in the Appendix 7.4.2 at the end of
this section for completeness, adapting it to our setting.

Theorem 7.4.1 is particularly relevant in that, when the growth of the graph
GF expressed by Sr(G, k) is sufficiently slow, it allows obtaining bounds on the
number of players’ updates in any better response path that are independent on
the size of the graph, i.e., on the number of players.
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7.4.1 The role of separability

To understand the role of separability we compare our result with the analogous
[14, Theorem 5.3] obtained within the graphical game setting.

First, we notice that Theorem 7.4.1 is an extention of [14, Theorem 5.3]. Indeed,
for a graphical potential game u with minimal graph G and potential ϕ, according
to Corollary 7.1.3 it holds that

Hϕ ⪯ HCl
G .

We can then apply Theorem 7.4.1 to u exploiting the H-graph HCl
G , obtaining the

same result of [14, Theorem 5.3]. Indeed, in this case the clique-degree and the
maximum magnitude of local clique potentials over G coincide with Di and Mi as
defined in (99) and (100) respectively, since H-degrees in HCl

G coincide with clique
degrees in G and the decompositions of the potential with respect to the H-graph
HCl

G or the graph G are the same. As a consequence the upper bound obtained
using Theorem 7.4.1 with H = HCl

G is as low as the one from [14, Theorem 5.3].
Actually, taking advantage of a game’s separability may result in an improve-

ment on [14, Theorem 5.3]. The key idea is that for an F-separable potential game
the decomposition of the potential over hyperlinks of HF is in general finer than
the one on maximal cliques of GF, so that the hyper-degree of each player in HF

will be larger than its clique-degree in GF while local potentials over hyperlinks
of HF will have smaller magnitude than clique potentials of GF. The combination
of this two effects may result, for a separable potential game, in a reduction of
the parameter p with respect to its graphical representation and, consequently, an
improvement of the bound obtained in [14, Theorem 5.3].

To illustrate this reasoning we propose an example showing that the knowledge
of the minimal separability of the potential function ϕ can be exploited to obtain
a better upper bound on the number of players’ updates in better response paths.

Example 7.4.2. Consider an augmented grid graph G = (V,E) with n = |V| nodes, as
represented in Figure 33 and define a partition of the link set as E = EC + EA in such a
way that the two subgraphs GA = (V,EA) and GC = (V,EC) are undirected, i.e., such
that (i, j) ∈ EC ⇔ (j, i) ∈ EC .

Observe that the augmented grid graph with n nodes has linear growth, since for any
k ∈ V, S0(G, k) = 1 and Sr(G, k) ≤ 8r for all r > 0. This fact implies that any bound
obtained with Theorem 7.4.1 converges to a constant value, which is independent on the
number of players, as the size of the graph grows sufficiently large.
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Figure 33: A portion of the augmented grid graph considered in Example 7.4.2.

Consider a pairwise separable game on G with binary actions Ai = {0, 1} for all i ∈ V

and utility functions

ui(x) =
∑
j∈V

(i,j)∈EC

1− |xi − xj | −
∑
j∈V

(i,j)∈EA

1− |xi − xj |.

Such game, which is also discussed in [14, Example 5.4], can be interpreted as a mixed
coordination/anti-coordination game where each player simultaneously coordinate and
anti-coordinate with different neighbours depending on the type of their connection, de-
scribed by the partition of the link set. The game is potential with potential function given
by

ϕ(x) =
1

2

∑
(i,j)∈EC

1− |xi − xj |+
1

2

∑
(i,j)∈EA

|xi − xj |. (103)

Consider the minimal H-graph of the potential, H = Hϕ = (V,L). Since the game is
pairwise separable, we have that L = {{i, j} ∈ E} . Moreover, for all i ∈ V, Di(H) = 8

while Mi(H) = 1, since the potential ϕ can be decomposed as a sum of local potentials ϕJ
on links, which are all bounded by 1. As a consequence, we have that p(H) = 8. Then, the
corresponding bound on the number of any player k’s updates in any better response path
obtained from Theorem 7.4.1 is

2p(H)
∞∑
r=0

(1− 1

2p(H)
)rSr(G, k) ≤ 30736. (104)

Consider now the H-graph HCℓ
G = (V,LCℓ

G ) of maximal cliques of G. Notice that every
maximal clique of G is composed of 4 nodes, which correspond to the vertices of a square
in the grid. We have that Di(HCℓ

G ) = 4 for all i ∈ V. Moreover, one can check that
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Mi(HCℓ
G ) ≥ 4 for all i ∈ V so that p(HCℓ

G ) ≥ 16. The corresponding bound on the number
of any player k’s updates in any better response path is

2p(HCℓ
G )

∞∑
r=0

(1− 1

2p(HCℓ
G )

)rSr(G, k) ≥ 253984, (105)

for all augmented grid graphs of sufficiently large size. Comparing equations (104) and
(105) we see that by exploiting the minimal separability property of the game we obtain
a much tighter upper bound, which improves by more than a factor 8 the result of [14,
Theorem 5.3] for large graphs.

In the previous Example 7.4.2 both the graphical and separable representation
of the game yield a constant bound on the number of updates of any player in a
better response path, which is independent on the number of players. Exploiting
separability of the game results in a smaller constant bound. More in general, the
bounds are increasing in the number of players and in these cases the order of such
dependences is crucial in assessing the quality of the bounds. We next propose an
example to show how exploiting separability may improve the bounds also in this
setting.

To this aim, we consider a family of hyper-coordination games (see Definition
7.1.2) on hypergraphs obtained from the family of powers [24] of the n-cycle graph,
as by the following definition.

Definition 7.4.3. For k > 0, the k-th power of the n-cycle graph is a graph G with node
set V = {0, . . . ,n− 1} and with link set

E = {{i, j}|min (|i− j|,n− |i− j|) ≤ k}.

Notice that for k = 1, G is a n-cycle, while for k ≥ n/2 G is a complete graph. For any
such G we consider an integer 0 < h ≤ k and define the two following hypergraphs: the
H-graph H = (V,L) whose hyperlinks are the h+ 1-cliques of G, and the H-graphs of
the maximal cliques HCl

G = (V,Cl(G)), whose hyperlinks are the k+ 1-cliques of G.

In the following Example 7.4.4 we consider homogeneous hyper-coordination
games, while in Example 7.4.5 we will investigate the role of this assumption on
the results.

Example 7.4.4 (Homogeneous hyper-coordination game). Consider a homogeneous
hyper-coordination game u as in Definition 7.1.2 on the H-graph H = (V,L) as defined in
Definition 7.4.3, which is the hypergraph of the h+ 1-cliques of the k-power of an n-cycle
G. Notice that the hyper-coordination game on H is graphical on G, which coincides with
GFH

. Moreover the potential function ϕ is separable on HCl
G and has minimal H-graph
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Hϕ = H. We next compare the result obtained from Theorem 7.4.1 when considering the
minimal H-graph H for the potential ϕ or the H-graph HCl

G of the maximal-cliques of G,
to show that H provides a better bound.

We start with the case when h < k < n/2. Notice that we can associate each clique C

of G to exactly one node iC in V, which is the unique node of G such that C ⊆ {iC, iC +
1, . . . , iC + k}, where the addition is taken modulo n. Moreover, for each node i ∈ V, there
are (kh) h+ 1-cliques and only one k + 1-clique of G associated to i. It then follows that
the number of h + 1-cliques of G is |L| = n(kh), while the number of k + 1-cliques is
|LCl

G | = |Cl(G)| = n. We can use this information to compute the H-degrees Di(H) and
Di(HCl

G ), which do not depend on the player i. We have that for all i ∈ V

Di(H) =
|L|(h+ 1)

n
= (h+ 1)

(
k

h

)
Di(H

Cl
G ) =

|LCl
G |(k+ 1)

n
= k+ 1.

To compute the maximum of local potential functions Mi(H) and Mi(HCl
G ) (that are

independent on i), we first observe that from (82) and the homogeneity assumption

Mi(H) = max
a∈A

w(a). (106)

We then construct a decomposition of ϕ on HCl
G : for each k + 1-clique J ∈ LCl

G , we define
the local potential ϕJ as

ϕJ(x) =
∑

K∈L:iJ=iK

w̄(x,K),

which is the sum of local potential in the minimal decomposition (82) corresponding to
h+ 1-cliques associated to the same player as the k + 1-clique J. This shows that for any
player i, denoting with J the k+ 1 clique such that i = iJ, we have that

Mi(H
Cl
G ) =

∑
K∈L:iK=i

Mi(H) =

(
k

h

)
Mi(H),

where the first equality is realised for the configuration x∗ = 1 argmaxa∈Aw(a). In
conclusion,

p(H) = (h+ 1)

(
k

h

)
max
a∈Ai

w(a) < (k+ 1)

(
k

h

)
max
a∈Ai

w(a) = p(HCl
G )

as h < k, showing that the bound of Theorem 7.4.1 is lower for H than for HCl
G .

We now complete the analysis by dealing with the remaining cases when k ≥ n/2, i.e.,
when H is the hypergraph of the h+ 1-cliques of the complete graph G with n nodes. We
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immediately have that L = {K ⊂ V : |K| = h+ 1} with |L| = ( n
h+1) while |LCl

G | = 1

since HCl
G possess a unique hyperlink containing all nodes V. We can easily compute the

H-degrees Di(H) and Di(HCl
G ), which do not depend on the player i:

Di(H) =

(
n− 1

h

)
Di(H

Cl
G ) = 1, ∀i ∈ V.

To compute the largest maximum values of the local potentials Mi(H) and Mi(HCl
G ) we

compare the minimal decomposition (82) of ϕ given by H to the trivial decomposition of ϕ
over HCl

G , thus obtaining that:

Mi(H
Cl
G ) = max

x∈X
ϕ(x) = max

x∈X

∑
K∈L

w̄(x,K) =

(
n

h+ 1

)
Mi(H).

where the last equality is realised for the configuration x∗ = 1 argmaxa∈Aw(a). It then
follows that

pi(H) =

(
n− 1

h

)
Mi(H), pi(H

Cl
G ) =

(
n

h+ 1

)
Mi(H),

which implies that

pi(HCl
G )

pi(H)
=

( n
h+1)

(n−1
h )

=
n

h+ 1
> 1

since h+ 1 < n. As a consequence, the bound of Theorem 7.4.1 with H = Hϕ is lower
than the one obtained with HCl

G .

Example 7.4.4 shows that considering the minimal H-graph Hϕ = H in The-
orem 7.4.1 improves the result of [14, Theorem 5.3] for all homogeneous coordi-
nation games on hypergraphs originated from powers of a cycle graph. In the
following example we show that the homogeneity assumption is crucial for such
result. More in general, this shows how a finer separability of the potential func-
tion ϕ than the one deriving from the graphical representation of games cannot
always be exploited to obtain a better bound.

Example 7.4.5. Consider the H-graph H = (V,L), where V = {1, 2, 3} and L =
{K1,K2,K3} with Kj = V \ {j}. Moreover, consider the coordination game on H with
action set A ≡ V = {1, 2, 3} and weight function

w(a,Kj) =

1 if a = j

0 otherwise
, a ∈ A,Kj ∈ L.
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Notice that the game can equivalently be described as a pairwise graphical game on a
3-clique (or 3-cycle) G , where on each link two players aim at coordinating on one of
the three actions (namely, the one corresponding to the third player). Besides the minimal
H-graph Hϕ ≡ H of the potential function, we can also consider the cliques H-graph
HCl

G = (V,LCl
G ), which only possess one hyperlink:

LCl
G = {{1, 2, 3}} .

As a consequence, for all i ∈ V

Di(H) = 2 Di(H
Cl
G ) = 1

Mi(H) = 1 Mi(H
Cl
G ) = 1

p(H) = 2 p(HCl
G ) = 1.

Notice that Mi(HCl
G ) = 1 since in any configuration x at most one couple of distinct

players (i, j) may coordinate on an action k ∈ V \ {i, j}. Then, for such game we have
p(HCl

G ) < p(Hϕ), so that the bound of Theorem 7.4.1 with H = HCl
G is lower than the

one obtained with H = Hϕ .

7.4.2 Appendix: proof of Theorem 7.4.1

Proof of 7.4.1. Let λ = 1− 1
2p . Fix a node k in V, and define the potential

Θ(x) =
∑
J∈L

λ∆(k,J)ϕJ(xJ),

where ∆(k, J) = minh∈J ∆(k,h). Θ is an ordinal potential [69] for the game, i.e., it
is non-decreasing along any better-response path. Indeed, consider any x ∈ X and
y ∼i x ∈ X for some i ∈ V such that x ̸= y, and assume that ϕ(y) > ϕ(x). Since x

and y only differ for the action of player i, then

ϕ(y)− ϕ(x) =
∑

J∈L:i∈J
[ϕJ(y)− ϕJ(x)] ,

which implies

Θ(y)− Θ(x) =
∑

J∈L:i∈J
λ∆(k,J) [ϕJ(y)− ϕJ(x)] .

Notice that for any hyperlink J that includes i it holds that either ∆(k, J) = ∆(k, i)
or ∆(k, J) = ∆(k, i)− 1. We denote

J1 = {J ∈ L : i ∈ J,∆(k, J) = ∆(k, i)}
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and
J2 = {J ∈ L : i ∈ J,∆(k, J) = ∆(k, i)− 1}

so that we can write

Θ(y)− Θ(x)

λ∆(k,i)−1
= λ

∑
J∈J1

[ϕJ(y)− ϕJ(x)] +
∑
J∈J2

[ϕJ(y)− ϕJ(x)]

=
∑

J∈L:i∈J
[ϕJ(y)− ϕJ(x)]− (1− λ)

∑
J∈J1

[ϕJ(y)− ϕJ(x)]

= ϕ(y)− ϕ(x)− (1− λ)
∑
J∈J1

[ϕJ(y)− ϕJ(x)]

= ϕ(y)− ϕ(x)− 1

2p

∑
J∈J1

[ϕJ(y)− ϕJ(x)]

≥ 1− 1

2p

∑
J∈J1

[ϕJ(y)− ϕJ(x)] ≥ 0,

since the last sum has at most Di terms, each of which is strictly less than 2Mi. By
the definition of Θ we have that for x ∈ X

|Θ(x)| =

∣∣∣∣∣∣
∑
J∈L

λ∆(k,J)ϕJ(xJ)

∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣
∞∑
r=0

∑
J∈L

∆(k,J)=r

λrϕJ(xJ)

∣∣∣∣∣∣∣∣
≤

∞∑
r=0

λr
∑
h∈V

∆(h,k)=r

∑
J∈L

h∈J

|ϕJ(xJ)|

≤
∞∑
r=0

λr
∑
h∈V

∆(h,k)=r

DhMh︸ ︷︷ ︸
≤p

≤ p
∞∑
r=0

λrSr(G, k).

Every better response move of player k causes an increment by at least 1 ( because
the potential is integer) of∑

J∈L:∆(k,J)=0

ϕJ =
∑

J∈L:∆(k,J)=0

λ∆(k,J)ϕJ
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and causes no change in ∑
J∈L:∆(k,J)≥1

λ∆(k,J)ϕJ,

which implies an increment by at least 1 of Θ. Finally, since Θ is non-decreasing
along a better response path, the total number of times that player k updates their
strategy is at most

2p
∞∑
r=0

(
1− 1

2p

)r

Sr(G, k).



8
G E O M E T R I C C H A R A C T E R I Z AT I O N O F S E PA R A B I L I T Y

Thanks to the results of Chapter 5, we can already characterize separability of
games in terms of projections. More precisely, a game u ∈ U is F-separable if and
only if it coincides with its projection onto the space of F-separable games, namely

ΠFu = u. (107)

This equation expresses separability of a game with a system of linear constraints,
one for each player i ∈ V and configuration x ∈ X of the game

ui(x) = uF,i(x). (108)

Despite being simple, this formulation is not very expressive. Indeed, each of the
equations (108) involves all the values of utility function ui and, more importantly,
it tangles the contributions of all hyperlinks of F. This becomes apparent if we
expand (108) with the explicit expression of the projector ΠF obtained in (64)

ui(x) = (uF)i(x) =
∑
S⊂Li
S ̸=∅

(−1)|S|+1 1

|XV\∩S |
∑

y∈XV\∩S

ui(x∩S , y).

For this reason, this characterization falls short when one tries to construct the
minimal FDH-graph of a given game. Indeed, by using (108) alone, it appears
that one would need to search exhaustively over all FDH-graphs F until the equa-
tion is satisfied, which is not a meaningful approach. A related problem is that
of checking whether a provided decomposition of a game’s utilities is minimal.
Clearly, the approach based on projections is not optimal, as it requires to check
that equation (107) is satisfied for the given FDH-graph F while it is not satisfied
by any finer FDH-graph F̃ ≺ F, which usually accounts for a large number of
checks.

To address these points, this chapter is dedicated to deriving a different char-
acterization of separability of games. The objective is to express separability of
a game u in terms of explainable constraints, which isolate the influence of each
hyperlink.

The proposed characterization is of geometric nature, as it leverages the topol-
ogy of the configuration space X operating on cubic subgraphs of the configura-
tion graph Gconf (see Section 2.4.2).

109
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Thanks to this characterization we obtain checkable conditions to identify the
minimal FDH-graph of a game. This results in an algorithm whose efficiency im-
proves on exhaustive search and, more importantly, provides insights into the
meaning of separability. Notice that, once the minimal FDH-graph F of a game u

is known, the F-separable representation of the game (i.e., the explicit decomposi-
tion of its utility functions) can be obtained exploiting projections by computing
u = ΠFu.

8.1 geometric characterization of high order interactions

In this section we derive a characterization of high-order interactions in games.
The results of this section will be the basis to develop algorithmic procedures to
identify the hypergraph structure of games, which will be accomplished in the
next sections.

Let K = {j1, j2, . . . , jk} ⊂ V be a set of players, with k = |K|. For any choice of
a couple of actions for each player in K, {{αj1 , βj1}, {αj2 , βj2}, . . . , {αjk , βjk}}, and
for each configuration of the remaining players x−K ∈ X−K, we can construct the
cube of dimension k in the configuration space X with vertices y corresponding
to the carthesian product {αj1 , βj1}× {αj2 , βj2}× . . .×{αjk , βjk}, i.e., the vertices y
coincide with x−K for actions of players in V \K and to all possible combinations
of one action per player ℓ ∈ K, chosen among the selected couples {αℓ, βℓ}. So,
formally,

Definition 8.1.1. A cube Q associated to K = {j1, j2, . . . , jk} ⊂ V (also referred to as a
K-cube) is a set of configurations:

{y ∈ X | y−K = x−K, yℓ ∈ {αℓ, βℓ}, ∀ℓ ∈ K} .

where {{αj1 , βj1}, {αj2 , βj2}, . . . , {αjk , βjk}} is a choice of a couple of actions for each
player in K and x−K is a fixed configuration of players in V \K.

Given a K-cube Q, its vertices can be labelled with boolean vectors b ∈ {0, 1}K.
This allows to compactly represent vertices of Q as {xbQ}b∈{0,1}K where for each
player j ∈ K

(xbQ)j =

αj if bj = 0

βj if bj = 1
(109)

while (xbQ)−K = x−K

Example 8.1.2. Consider a game with 4 players V = {1, 2, 3, 4} and binary actions
A = {0, 1}. Fix a subset of players K = {1, 2}. Figure 34 represents the K-cube associated
with the configuration x−K such that (x−K)3 = 1 and (x−K)4 = 0.
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Figure 34: A cube Q for a 4-players game with binary actions 0 and 1, as discussed in
Example 8.1.2. The configuration graph Gconf of the game is represented on the
left, with the cube Q highlighted in blue.

Based on this definition, the following lemma characterize functions f ∈ RX

that do not jointly depend on a set of variables K ⊂ V. To this aim, for a set K ⊂ V,
we define the H-graph HK = (V,L) by

L = {V \ {h} : h ∈ K}.

Lemma 8.1.3. Let f ∈ RX and K ⊂ V. f is HK-separable if and only if for all K-cubes
Q: ∑

b∈{0,1}K
(−1)1′bf(xbQ) = 0. (110)

Proof. We start by proving necessity. By assumption f is HK-separable so that we
may write

f(x) =
∑
i∈K

fV\{i}(xV\{i}).

By linearity it is sufficient to prove that for all i ∈ K∑
b∈{0,1}K

(−1)1′bfV\{i}((x
b
Q)V\{i}) = 0.
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This can be proven by observing that (xbQ)V\{i} does not depend on bi:∑
b∈{0,1}K

(−1)1′bfV\{i}((x
b
Q)V\{i})

=
∑

b∈{0,1}K
bi=0

(−1)1′bfV\{i}((x
b
Q)V\{i}) +

∑
b∈{0,1}K

bi=1

(−1)1′bfV\{i}((x
b
Q)V\{i})

=
∑

b∈{0,1}K
bi=0

(−1)1′bfV\{i}((x
b
Q)V\{i})−

∑
b∈{0,1}K

bi=0

(−1)1′bfV\{i}((x
b
Q)V\{i}) = 0.

We now prove sufficiency. To do this we show that f coincides with its HK-
separable projection fHK . By applying formulas (66) and (65) we have that

fHK(x) =
∑
J⊂K
J ̸=∅

(−1)|J|+1ΠV\Jf(x)

=
∑
J⊂K
J ̸=∅

(−1)|J|+1 1

|XJ|
∑

yJ∈XJ

f(xV\J, yJ)

=
∑

yK∈XK
yK ̸=xK

f(xV\K, yK)(−1)|JyK |+1 1

|XJyK
|

where JyK = {i ∈ K : (yK)i ̸= xi}. We then have that

fHK(x) =
∑
J⊂K
J ̸=∅

(−1)|J|+1 1

|XJ|
∑

yK∈XK
JyK=J

f(xV\K, yK)

= f(x) +
∑
J⊂K

(−1)|J|+1 1

|XJ|
∑

yK∈XK
JyK=J

f(xV\K, yK)

= f(x)− 1

|XK|
∑
J⊂K

∑
yK∈XK
JyK=J

(−1)|J||XK\J|f(xV\K, yK)

= f(x)− 1

|XK|
∑

Q K-cube
x0Q=x

∑
b∈{0,1}K

(−1)1′bf(xbQ)

= f(x),

which concludes the proof.
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Figure 35: One of the checks to be performed to assess separability of a function f in the
setting of Example 8.1.4, as by Lemma 8.1.3.

Example 8.1.4. Consider again a game with 4 players V = {1, 2, 3, 4} and binary actions
A = {0, 1}. Figure 35 describes the check prescribed by Lemma 8.1.3 for a function f and
K-cube Q, where K = {1, 2}. Values of f at the vertices of Q must be linearly combined,
with the appropriate signs determined by vertex labels.

Based on this, we are able to characterize the separability of a function f ∈ RX.

Lemma 8.1.5. Let f ∈ RX and H = (V,L) be an H-graph. f is H-separable if and only
if for all K ⊂ V such that K ̸⊂ J, ∀J ∈ L and for all K-cubes Q it holds that∑

b∈{0,1}K
(−1)1′bf(xbQ) = 0. (111)

Proof. We first prove the only if implication. By applying Lemma 8.1.3 we obtain
that f is HK-separable for all K ⊂ V such that ∀J ∈ L,K ̸⊂ J. As a consequence, f
is separable with respect to the intersection

H′ = ⊓ K⊂V:
∀J∈L,K ̸⊂J

HK := (V,L′). (112)

We then show that H ⪰ H′. Let J′ ∈ L′. For each K ⊂ V such that ∀J ∈ L,K ̸⊂ J,
there exists hK ∈ K such that

J′ =
⋂

K⊂V:
∀J∈L,K̸⊂J

V \ {hK}

= V \ {hK : K ⊂ V s.t. ∀J ∈ L,K ̸⊂ J}.

If for all J ∈ L, J′ ̸⊂ J, then there exists hJ
′ ∈ J′ belonging to the set

{hK : K ⊂ V s.t. ∀J ∈ L,K ̸⊂ J}.
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But this implies that hJ
′

/∈ J′, which is a contradiction. Then H′ ⪯ H and since f

is H′-separable it follows that f is H-separable.
We now prove the reverse implication. If f is H-separable, then it is also HK-

separable for all K ⊂ V such that ∀J ∈ L,K ̸⊂ J. From this, by applying Lemma
8.1.3, we obtain (112).

Finally, building on Lemma 8.1.5 we obtain the following characterization of
separable games.

Theorem 8.1.6. Let u ∈ U and F = (V,D) be an FDH-graph. u is F-separable if and
only if for all i ∈ V, and for all K ⊂ V such that i ∈ K and ∀(i, J) ∈ D, K ̸⊂ {i} ∪ J, it
holds that for all K-cubes Q ∑

b∈{0,1}K
(−1)1′bui(x

b
Q) = 0. (113)

Proof. The statement follows from Lemma 8.1.5 and from the fact that u is F-
separable if and only if for each i ∈ V the utility function ui is Hi-separable with
respect to the local H-graph Hi = (V,Li) introduced in (40) where

Li = {V \ {i}}
⋃

{{i} ∪ J : (i, J) ∈ D}.

Separability of games can be equivalently characterized in terms of flows (see
Section 2.4.2), as by the following result.

Corollary 8.1.7. Let u ∈ U, F = (V,D) be an FDH-graph and denote with F = Du ∈
Fℓ the flow associated to u. u is F-separable if and only if for all i ∈ V and for all
K ⊂ V \ {i} such that K ̸⊂ J, ∀(i, J) ∈ D, it holds that for all K-cubes Q and actions
yi ∈ Ai ∑

b∈{0,1}K
(−1)1′bF (xbQ, ((x

b
Q)−i, yi) = 0 (114)

Proof. This follows directly from Theorem 8.1.6 and from the definition of the
operator D given in 2.4.10.

Theorem 8.1.6 characterizes separability. By also accounting for minimality we
can obtain the following check to tell whether an FDH-graph is minimal for a
given game.

Corollary 8.1.8. Let u ∈ U and F = (V,D) be a simple FDH-graph such that u is
F-separable. F is the minimal FDH-graph of u if and only if for all ∀(i, J) ∈ D, by letting
K = {i} ∪ J, there exists a K-cube Q such that∑

b∈{0,1}K
(−1)1′bui(x

b
Q) ̸= 0. (115)
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Proof. Assume that for all (i, J) ∈ D equation (115) is satisfied by some cube
associated to K = {i} ∪ J. Consider an FDH-graph F′ = (V,D′) such that F′ ≺
F. We can show that u is not F′-separable as the characterization of Theorem
8.1.6 fails for u and F′ when considering equation (113) for K = {i} ∪ J and
(i, J) ∈ D \D′. Conversely, assume that F is the minimal FDH-graph for u. We
show that equation (115) is satisfied for all K = {i} ∪ J and (i, J) ∈ D. Suppose
by contradiction that

∑
b∈{0,1}K(−1)1′bui(xbQ) = 0 for all cubes Q associated to

some K = {i} ∪ J, with (i, J) ∈ D. Then we can construct an FDH-graph F′ =
(V,D′) such that F′ ≺ F and u is F′-separable. More precisely, by setting D′ =
(D \ {(i, J)})∪{(i, J\{k}) : k ∈ J}, the FDH-graph F′ satisfies the characterization
of Theorem 8.1.6, contradicting the minimality of F.

8.2 minimal separability algorithms

Let u be a game with n = |V| players. Given a subset of players K ⊂ V and a
player i ∈ V we are interested in determining whether player i jointly depends
on the members of K. By calling F = (V,D) the minimal FDH-graph of u, this
is equivalent to understanding whether F contains any hyperlink (i, J) such that
K ⊂ {i} ∪ J.

The following holds as a direct consequence of Corollary 8.1.8.

Proposition 8.2.1. Consider a player i ∈ V and a set of players K ⊂ V such that i ∈ K.
The minimal FDH-graph F = (V,D) of u possesses an hyperlink (i, J) ∈ D such that
K ⊂ J∪ {i} if and only if the following is satisfied∑

b∈{0,1}K
(−1)1′bui(x

b
Q) ̸= 0 (116)

for some cube Q associated to K.

Note that equation (116) involves a linear combination of the values of utility
ui at the vertices of cubes associated with players K, with coefficients +1 or −1

which alternate along edges of the cube.
Proposition 8.2.1 suggests a procedure to construct the minimal hypergraph F

for a game u. An algorithm for solving this task is described below.
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Algorithmus 1 : Compute the minimal FDH-graph of a game.
Result : minimal FDH-graph F of u
Initialization: set F = (V,D) with D = ∅ ;
foreach i ∈ V do

set L = ∅;
foreach K ⊂ V, s.t. i ∈ K do

foreach K-cube Q do
if
∑

b∈{0,1}K(−1)1′bui(xbQ) ̸= 0 then
add K to L;

end
end

end
foreach maximal set J ∈ L do

add the hyperlink (i, J \ {i}) to D;
end

end

The algorithm constructs, for each player i ∈ V, the hyperlinks (i, J) of F with
tail node i. For doing this, for each K ⊂ V such that i ∈ K it checks whether ui
jointly depends on the actions of players in K \ {i}. If so, the set K is kept and
collected in L, otherwise it is discarded. The check on K is performed by iterating
over all cubes associated with K in the configuration space and by testing Equation
(116) for each cube. When all sets K ⊂ V containing i have been checked, the head
sets J of hyperlinks starting at i are simply obtained from the maximal sets of L.
This task is repeated for each player.

For the case of potential games, the symmetry of their structure can be exploited
to refine the general Algorithm 1 for constructing the minimal FDH-graph of the
game. Indeed, Theorem 7.1.1 showed that the minimal FDH-graph with respect to
which a potential game is separable has a symmetry property and is completely
determined by the H-graph describing the minimal separability of the potential
function itself. So, for a potential game u, the problem of computing the minimal
FDH-graph F is reduced to computing the minimal hypergraph H of its potential
function. The following algorithm provides a procedure for completing this task.
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Algorithmus 2 : Compute the minimal FDH-graph of a potential game.
Result : Minimal hypergraph F of u
Initialization: set F = (V,D) with D = ∅ ;
set ϕ ∈ RX to 0 ;
enumerate configurations in X in lexicographic order ;
set ϕ = 0 on the first configuration x0 ;
foreach k ∈ {0, . . . , |X| − 1} do

construct xk+1 with the following procedure:

1. find the least significant digit i of xk such that xki < |Ai| ;

2. set xk+1
i = xki + 1 ;

3. set xk+1
i = 0 for all j < i ;

4. set xk+1
i = xki for all j > i ;

compute the value of ϕ(xk+1) with the following procedure:

1. initialize y = 0 ;

2. set yi = 0 ;

3. set yj = xk+1
j for all j > i ;

4. set yj = 0 for all j < i ;

set ϕ(xk+1) = ϕ(y) + ui(xk+1)− ui(y) ;
end
set L = ∅;
foreach K ⊂ V do

foreach K-cube Q do
if
∑

b∈{0,1}K(−1)1′bϕ(xbQ) ̸= 0 then
add K to L;

end
end

end
foreach maximal set K ∈ L do

foreach i ∈ K do
set J = K \ {i} ;
add the hyperlink (i, J) to D ;

end
end
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The first part of Algorithm 2 constructs a potential function for the input po-
tential game. Then, all groups of players are checked for mutual dependency of
their members, which can be done directly on the potential function instead of
checking each single utility function. This gives the minimal H-graph of the po-
tential function, from which the undirected FDH-graph of the game can be easily
obtained exploiting Theorem 7.1.1.

With respect to the generic Algorithm 1, the computational complexity of algo-
rithm 2 for potential games is reduced by a factor n = |V|.

An object oriented implementation of both algorithms has been developed us-
ing the Java programming language and is available at the following repository
separability.

8.3 separability of games with incomplete data

In the previous sections we have proposed algorithms to find the minimal FDH-
graph of a game. They exploit Proposition 8.2.1, which provides checkable condi-
tions to identify players’ dependencies in a game based on the geometric charac-
terization of high-order interactions derived in Theorem 8.1.6. We point out that in
order to apply Algorithm 1 and 2 full knowledge of the game is assumed: we must
know its structure or form, which is encoded in the game configuration graph, and
all utility values. This is a strong requirement and it is natural to assume that in a
realistic setting the game form is know while we do not have access to all the data
about utilities of players. This is the case, for example, when we aim to learn the
graphical structure of a game by observing the evolution of its outcomes, driven
by some game dynamics, or when, for some reason, we have access to just a sam-
ple of the utility values.

In this section we will investigate this setting, which is especially interesting
from the point of view of applications. We will first describe formally the incom-
plete data setting and then we will address a fundamental question: what is the
best information we can extract from partial data about a game? We will then pro-
pose a procedure to learn the hypergraphical structure of a game in such context
and we will compare it with the previous Algorithms 1 and 2.

8.3.1 Games with incomplete data

Suppose that, instead of a complete specification of a game u, which is a finite
set of players V, a finite set of actions for each player {Ai}i∈V and a family of
utility functions {ui}i∈V, we only have partial data about u. To formally define
this notion, we first give some definition.

https://github.com/laura-arditti/separability
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Definition 8.3.1. A game form is a couple (V,X) where V represents a set of players
and X =

∏
i∈VAi is a configurations space, which is the cartesian product of the action

sets Ai of each player.

Definition 8.3.2. A game with incomplete data uD is a game form (V,X) and a data
set D = {(xk,u(xk))}xk∈XD , which specifies utility values u(xk) := {ui(xk)}i∈V corre-
sponding to a set of configurations {xk}k = XD ⊂ X.

In the following we will focus on potential games with incomplete data. The
results can be extended to general games but we present them in the potential
setting as it allows for an easier formulation. In this case we assume that the data
set D specifies the value of a potential function ϕ corresponding to a subset of
configurations.

Definition 8.3.3. A potential game with incomplete data uD is a game form (V,X) and a
data set D = {(xk,ϕ(xk))}xk∈XD , which specifies potential values ϕ(xk) corresponding
to configurations {xk}k = XD ⊂ X.

In what follows, an incomplete data game uD = (V,X,D) will represent an
underlying (complete) normal form game u = (V,X, {ui}i∈V) for which we only
have access to information contained in the data set D, relative to configurations
XD. Clearly, if the data set D specifies potential values for the whole configuration
space X, then D defines a (complete) normal form game uD, i.e., D identifies
completely the underlying game. Conversely, there are multiple ways to extend
the data set D to the whole X, by setting

D′ = D ∪ {(xj ,ϕ(xj))}xj∈X\XD , (117)

and each extension leads to a different (complete) potential game uD
′
. Notice

that extending the data set D to the whole configuration space is equivalent to
extending the potential function ϕ : XD → R to X and we will use the two notions
interchangeably. In the following we will assume a fixed game form (V,X), and we
will focus on the data set D. To stress this fact, we use the following terminology.

Definition 8.3.4. Games uD
′

associated to an extension D′ of a data set D to the whole
X are said to be compatible with D.

Any game u that is compatible with D can be thought of as the underlying
game that produced the data D through a sampling procedure. Consequently, we
give the following definition.

Definition 8.3.5. An undirected hypergraph H is said to be compatible with the data
set D if there exists a potential game u compatible with D that is FH-separable.
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We focus on undirected hypergraphs since the separability of potential games
is completely determined by the undirected H-graphs of their potential functions,
as shown in Theorem 7.1.1.

8.3.2 Inferring interactions from partial data

We are now able to address the first questions: what can be said about the sepa-
rability of a game with incomplete data? To answer this we need to understand
how Algorithm 2 behaves when data about the potential function are incomplete.

Algorithm 2 starts with an empty hypergraph, i.e., by assuming no interactions
between players, and constructs the minimal hypergraph of a game by repeatedly
checking groups of players for mutual interaction, i.e., by checking condition (116)
for all cubes associated to each group of players (as by Definition 8.1.1). So, to
check (116) for a group K ⊂ V we need potential values corresponding to each
vertex of all K-cubes. Even if the data set D is large, it may not have such structure,
so that information about some vertex is missing.

A first approach may be to modify Algorithm 2 so that it only checks (116) on
a K-cube when the data set D contains information about all its vertices. How-
ever, in the worst case, no check can be performed for a group and the modified
algorithm would not add any hyperlink to the resulting H-graph to represent the
interaction among players in such group. This approach is not correct, as the re-
sulting hypergraph may not be compatible with the data set D, as the following
example shows.

Example 8.3.6. Consider a data set D = {(xk,ϕ(xk))}xk∈XD and a group of two players
K = {i, j}. Suppose XD = {x1,x2,x3,x5,x6,x7} does not cover any full cube associated
to K. In particular, it does not cover the two cubes Q1 = {x1,x2,x3,x4} and Q2 =
{x4,x5,x6,x7} because x4 /∈ XD. However, configurations x1,x2,x3 and x5,x6,x7 are in
XD. Notice that the two cubes Q1 and Q2 are both incident on vertex x4. This setting is
represented in Figure 36.

The check (116) cannot be performed for K on neither cube, but concluding that players
in K are independent of each other is not correct in general. Indeed, with this reasoning
we are neglecting a piece of information, which is related to how different "partial" cubes
in the data set interact. To see this, observe that equation (116) is satisfied on Q1 if

ϕ(x1)− ϕ(x2) + ϕ(x3) = ϕ(x4) (118)

while it is satisfied on Q2 if

ϕ(x5)− ϕ(x6) + ϕ(x7) = ϕ(x4) . (119)
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Figure 36: Representation of the setting for Example 8.3.6. Black points correspond to
configurations in XD while the white point corresponds to configuration x4,
which is not in XD. The lines highlight two cubes Q1 and Q2 relative to the set
K: both cubes are not contained in XD, as they share a missing vertex x4.

Then, if ϕ(x1)− ϕ(x2) + ϕ(x3) ̸= ϕ(x5)− ϕ(x6) + ϕ(x7), we can deduce that in any hy-
pergraph compatible with D, K is contained in an hyperlink, i.e., players i and j influence
each other. Notice that any hypergraph where K is not contained in some hyperlink is not
compatible with D.

Example 8.3.6 shows that there is some information about interactions among
players that can be extracted from partial cubes in the data set sharing common
missing vertices. In Example 8.3.6, two cubes associated to the same player set
K share a single common missing vertex, but the same reasoning holds more in
general whenever partial cubes in the data set share some vertices.

Indeed, while to each cube Q ⊂ XD associated to a group of players K ⊂ V, i.e.,
to each cube such that the data set D contains potential values for all vertices, it
corresponds a checkable condition of the form (116), to each cube Q ̸⊂ XD, i.e.,
to each cube such that the data set D is missing the potential value for at least
one vertex, it corresponds a linear constraint on the extensions of the data set, i.e.,
on the values of the potential ϕ outside XD. Such constraints determine, for each
extension of D, if players in K will form a "dependence group" in the resulting
potential game. In other words, the constraints determine, for each extension of D,
if the corresponding minimal hypergraph H = (V,L) will contain an hyperlink
J ∈ L such that K ⊂ J.

In view of this, differently from the case of a complete data game, we cannot
define the notion of minimal hypergraph for an incomplete data game. Instead,
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by joining all constraints (relative to all groups of players K ⊂ V) we can define a
family of hypergraphs that are compatible with the data set D. Such family does
not contain a minimal element and it is not closed with respect to intersection.
However, such family will include the minimal hypergraph of the underlying
game, from which the data set D was sampled.

8.3.3 Constructing compatible hypergraphs

According to the previous observations, for dealing with incomplete data we will
define a new procedure, which takes into account both sources of information (the
checks for all cubes in XD, the linear constraints for all cubes not in XD). While
Algorithm 2 gives a single hypergraph as output, the new algorithm will produce
the family of hypergraphs compatible with D.

Before presenting the pseudo-code of Algorithm 3 we describe the results at the
foundation of it, which formalize the reasoning performed in the previous Section
8.3.2.

Consider a data set D = {(xk,ϕ(xk))}xk∈XD for XD ⊂ X, a set of players K ⊂ V

and a K-cube Q ⊂ X. We denote QD ⊂ Q the subset of vertices of Q that are in XD

and by QD ⊂ Q the subset of vertices of Q that are not in XD, i.e., for which the
potential values are unknown. By adapting equation (116) to the potential setting
we can write ∑

b∈{0,1}K
(−1)1′bϕ(xbQ) = 0

⇔
∑
x∈QD

a(x)ϕ(x) =
∑
x∈QD

−a(x)ϕ(x) ,

where a(x) counts the parity of the label of configuration x in the cube Q, i.e.,
a(xbQ) = (−1)1′b. We can represent all linear equations relative to cubes associated
to a group K in matrix form. This is done by first defining a matrix AK = (aKQ,x)
where the row index varies over K-cubes Q and the column index varies over
configurations x ∈ XD = X \XD:

aKQ,x =

0 if x ∈ XD \QD

a(x) if x ∈ QD .
(120)

We also define a vector cK = (cKQ), with row index varying over K-cubes Q:

cKQ :=
∑
x∈QD

−a(x)ϕ(x) . (121)
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Finally we have the linear system

AKϕ = cK (122)

As stated in the following result, system (122) encodes all information about the
player set K that can be extracted from the data set D.

Lemma 8.3.7. Consider a data set D = {(xk,ϕ(xk))}xk∈XD with XD ⊂ X, a set of
players K ⊂ V and a K-cube Q ∈ X.

1. If the linear system (122) has no solution, then for any hypergraph H = (V,L)
compatible with D there exists an hyperlink J ∈ L such that K ⊂ J.

2. If the linear system (122) admits solutions, then the affine space of solutions ΦK is
the set of potential functions ϕ that extend the data set D to X for which the minimal
hypergraph H = (V,L) is such that K ̸⊂ J, for all J ∈ L.

In words, the first point of Lemma 8.3.7 states that if the linear constraints
for the set K are incompatible, then players in K are not independent in any
game compatible with the data set D. This means that players in K are jointly
dependent on each other, and they, or a superset of them, form an hyperlink
in every hypergraph compatible with D. On the other side, the second point of
Lemma 8.3.7 states that if the linear constraints are compatible with each other,
then there will be some games compatible with the data set D for which players
in K are not jointly dependent on each other. We are able to characterize such
games by looking at the solutions of the linear system (122), and for all such
games K is not contained in any hyperlink of the minimal hypergraph.

Lemma 8.3.7 completely characterizes joint interactions among players in a set
K ⊂ V with respect to the information in the data set D. Expanding on this, we
can combine the information relative to different groups of players to derive a
result characterizing hypergraphs compatible with D.

To show how the information associated to multiple different groups of players
can be combined, we first present the following example where only two groups
are present.

Consider two sets of players K1,K2 ⊂ V, for which the linear system (122)
admits solutions and denote the spaces of solutions by ΦK1 and ΦK2 respectively.
If ΦK1 ∩ΦK2 = ∅, it means that in all games compatible with the data set D at least
one of the two groups of players are jointly dependent on each other, since there is
no way to satisfy the constraints for K1 and K2 simultaneously. As a consequence,
for any hypergraph H = (V,L) compatible with D there exists an hyperlink J ∈ L

such that K1 ⊂ J or K2 ⊂ J. If, instead, ΦK1 ∩ ΦK2 ̸= ∅, it is possible to satisfy
the constraints for K1 and K2 simultaneously. Then, there exists at least one game
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compatible with D for which both groups of players are not jointly dependent. As
a consequence, there exists at least one potential function ϕ that extends the data
D to X for which the minimal hypergraph H = (V,L) is such that for all J ∈ L,
Ki ̸⊂ J, for all i ∈ {1, 2}.

More in general, we can state the following.

Theorem 8.3.8. Consider a family G of k subsets of the player set V, G ⊂ P(V), and
assume that for each subset K ∈ G the linear system (122) has a non-empty solution space
ΦK ̸= ∅.

1. if
⋂

K∈G ΦK = ∅ then for any hypergraph H = (V,L) compatible with D there
exists an hyperlink J ∈ L such that K ⊂ J for some K ∈ G;

2. if
⋂

K∈G ΦK ̸= ∅, then there exists at least one potential function ϕ that extends the
data set D to X for which the minimal hypergraph H = (V,L) is such that for all
K ∈ G and for all J ∈ L, K ̸⊂ J.

In view of this result, we are able to characterize the family of all hypergraphs
compatible with a given data set D.

Corollary 8.3.9. Let F be a collection of families of player sets such that for all G ∈ F ,⋂
K∈G ΦK = ∅. Then for any hypergraph H = (V,L) compatible with D and for each G

there exists an hyperlink J ∈ L such that K ⊂ J for some K ∈ G.

When F collects all families of player sets G ⊂ P(V) for which
⋂

K∈G ΦKi = ∅,
Corollary 8.3.9 gives a characterization that consists of an exhaustive set of con-
straints. It can be expressed as a conjunction of logical disjunctions of statements
of the kind p(K) = “players in the set K ⊂ V are jointly dependent", as follows

∧G∈F (∨K∈G p(K)) (123)

Indeed, by the first point of Theorem 8.3.8, players in at least one set for each
family are jointly dependent. With only the partial information contained in the
data set D, we cannot know exactly which of them is and this gives rise to a family
of compatible hypergraphs: each hypergraph corresponds to an assignment of
logical values to statements p(K) which makes (123) true.

All previous results can be summarized in the following algorithmic procedure
for constructing the characterization F of the family of hypergraphs H compatible
with a data set D.
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Algorithmus 3 : Compute the family of H-graphs for a potential game uD

with incomplete data.
Result : characterization of the family of H-graphs H compatible with D

Input : game-form (V,X), data set D = {(xk,ϕ(xk))}xk∈XD with XD ⊂ X

Initialization: set F = ∅ ;
foreach family of sets G ⊂ P(V) do

foreach K ∈ G do
compute the solutions ΦK of the linear system AKϕ = cK ;

end
if
⋂

K∈G ΦK = ∅ then
add G to F

end
end

Note that the collection F constructed with Algorithm 3 may contain redundant
information and can in general be refined. For example, if F contains two families
G1 = {A,B} and G2 = {A,B,C}, then we can delete G2 from F and only keep
G1. Indeed, since G1 ⊂ G2, G1 corresponds to a more specific statement: at least
one between A and B is a set of jointly dependent players. However, this kind
of considerations are not substantial and more pertaining to the implementation
level.
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C O N C L U S I O N S

9.1 conclusion

In this thesis we have developed a systematic study of separable games, a game
theoretic representation that encompasses several models receiving great atten-
tion in both the theoretic and applied game theory literature and that generalizes
both polymatrix and graphical games first introduced in the foundational works
[86, 59]. Specifically, the separable game representation introduced in Chapter 3

is able to precisely describe the structure of strategic interactions in games by ex-
plicitly representing arbitrary complex patterns of dependence among players by
means of forward directed hypergraphs. We have analysed this representation in
details in Chapter 4, where we have showed how different separable representa-
tions for a single game can be combined and we have proved the existence of a
minimal separable representation for any game. We have discussed complexity
issues related to such representation and we have proposed the notion of strict
separability that allows to represent games compactly, as it may be desirable in
computational settings.

Throughout the thesis we have mainly undertaken a modelling perspective, fo-
cusing on the expressive power of the separable representation of games and on
how it can be leveraged in modelling and analysis of games. In this spirit we
have devoted Chapters 6 and 7 to describe the implications of separability on the
properties of games.

First, in Chapter 6 we have considered generic separable games and we have
shown that the structure of their correlated equilibria is shaped by the FDH-graph
expressing their separability. Precisely, we have proven that correlated equilibria of
an F-separable game can be factorized over hyperlinks of HF, up to HF-hyperlink
equivalence. Moreover, we have identified a geometric assumption on HF, namely
decomposability, which allows to efficiently construct factorizable correlated equi-
libria with prescribed local hyperlink marginals or that are optimal according to
a class of linear objectives.

Then, in Chapter 7 we have focused on potential games, a class that plays a ma-
jor role in game theory. We have characterized the structure of separable potential
games, showing that their minimal FDH-graph is undirected to reflect a symme-
try of interactions among players. We have leveraged concepts from the theory of
Markov random fields to highlight the connection between separability of poten-
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tial games and Markov properties of the probabilistic graphical models associated
to their potential function. Within this framework, we have also given new in-
sights on the Hammersley-Clifford theorem for graphical models, proposing a
novel game theoretic derivation of it. Finally, we have exploited these findings to
generalize or improve some results present in the literature, specifically to char-
acterize the interplay of separability with the potential-harmonic decomposition
of [31] and to obtain bounds on the length of better response paths in separable
potential games on the lines of [14].

Even if they hold in general, the structural results we have obtained are most
interesting when games exhibit a "fine", non-trivial separability. This happens fre-
quently when separability of games is a design or an emergent property, but it
may not always be the case. For this reason, before moving to describing the way
separability reflects on relevant game properties, in Chapter 5 we have first shown
how to obtain separable approximations of games with a prescribed hypergraphi-
cal structure by means of projections. By carefully balancing between goodness of
the approximation and tractability of the hypergraphical structure, this approach
can be useful when analysing complex games with many players and a dense
pattern of interactions.

Finally, in Chapter 8 we have assumed a computational perspective and we
have proposed algorithms to check minimality of given separable representations
or to obtain the minimal separable representation of games. These are based on a
geometric characterization of separability that we have derived, which expresses
separability of a game in terms of linear constraints on its utility values associ-
ated to cubic subgraphs of the game configuration graph. The analysis we have
developed offers a way to practically compute the minimal FDH-graph of given
games, also covering the case when only partial data about the game are available
by introducing the notion of FDH-graph compatible with some data, and, most
importantly, it provides an operative definition of minimal separability to build
on.

In conclusion, in this thesis we have introduced the separable game model and
we have developed a broad analysis of it, starting from the more fundamental
and theoretic aspects and comprising computational aspects and applications. The
result is a comprehensive treatment of this novel, still largely unexplored game
representation.

9.2 future developments

The product of this thesis can be the starting point for many lines of future re-
search, of which here we briefly present some of the most promising.
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The problem of learning graphical games is attracting an ever growing attention
in the literature. Indeed, the literature on graphical games has mainly been cen-
tered on analysing games properties given their graph structure and to investigate
the effects of such known structure on their emerging characteristics [52, 27, 16, 44].
However, in many real world settings, access to the network structure of a game
is difficult if not impossible. This is the case, for example, in social settings where
interactions among players are not a design element but the result of some net-
work formation process driven by social and personal preferences of individuals,
which are hard to capture, observe and model. This is also true when the net-
work of interactions is conceptually accessible but it is too large or complex to be
fully explored, as it is the case for many on-line networks, such as the Internet.
In all these cases, particularly interesting is the problem of learning the structure
of games. This is a sort of inverse problem, where one tries to infer the network
of interactions from observations of players behaviour. Some approaches assume
players payoffs to be accessible [41] while the game evolves dynamically and fo-
cus only on structure learning, while others relax this assumption by only relying
on noisy observations of payoffs [17]. Either way, these assumption are strong,
since while players actions are often public, their resulting payoff is usually a pri-
vate information. Research is then focusing on learning graphical games by only
observing players actions. As pointed out in [61], learning utilities alone, under
the assumption that they can be represented by a small number of parameters,
is itself a challenging problem but jointly inferring the utilities and graph struc-
ture of a game is very hard. Various approaches have been proposed for this task,
which restrict learning to some classes of parametrized games and are grounded
on the solution concept of pure strategy Nash equilibria. On this line we cite two
of the main contributions, focused on learning linear influence games [49] and
linear quadratic games on networks [65]. To the best of our knowledge, all the
available literature focuses on assessing interaction between players at the binary
level. We think that a very interesting evolution of this line of research would re-
gard learning the structure of separable games, i.e., inferring joint dependences
among players. Hopefully, this thesis and the understanding it provides on the
separable representation of games can be a foundation and a starting point for
the development of new approaches.

Another interesting line of research would concern learning in separable games.
This is a different problem in which the focus is on how players learn to play a
game by repeatedly interacting with each other as the game evolves dynamically
and on how they can achieve stable outcomes, such as Nash equilibria. There is a
large literature of learning in games [43] and, specifically, on learning in graphical
games [1, 2, 83]. These works take advantage of the graphical structure of games
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to design learning schemas and algorithms and we argue that similar approaches
could successfully leverage separability of games.
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